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Abstract.
Let I,(x) be an indicator fun&t.ion such that for any set A I,(x)=1,
if xed; =0, if x&A.
We consider two action problems under the densiry
E&XIB)=C T (own1, 0+am (X, Yo

where c=7,—1;00) and real numbers 5, and j;.
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§{. Two action problem.

Let (=(—w,0) be a parameter space and let 0, and {J, be the subspace
of 0 such that (,U0;=0 and 0,N00,=¢- In this paper we consider the two-—
act.ic;n problem of testing hypotheses Hy:fefl, versus H;:0:¢0,, provided the
random cobservations X, ..., X, from the population with density £f£(x|f}.
Assume that a, denotes the action deciding in favor of H, (i=0,1).

Let L{§,a) be the loss function such that
(1 L(t,an)= {1,  4if fe0y

g, if feQe
and L(0,a,)=1-L(8,30)-

Let Y3Y(X, v Xn) be the underlined statistic with density g(yif).
We denote by i(y,-) a decision rule showing the probability distribution
on A={ay,a,}. Namely,

(2) §{y,a0)+6(y,a,}=1.
For given vy, the loss function of § is given by
{3) L{0,6{y, - )) =Es ¢, - (L(,A))

= | L@§,2) dily.a), i.
The risk function R{#,§) is of form
4 R{§,8)=Ev (L8, (Y, =] L) i@ gyl dy.
Namely, for f:f,
(5) R{8,8)=Ev, 0 (§ (Y, a0) L.{0,80) +& (Y,a,)L:(8,2,))

= | iva) 9@l dy=E.(i(t,a,)).

In the same way, for §:0,
(6) R(8,8)=Ey:0(L(0,8(Y,")))=] b(ylag)  g(ld)  dy=E,(5(Y,a0))."

Hereafter, we 1et_‘ 0o={0p} with real number f#,, and 0,={0:0#8,}.

We also let i{y,a.) abbreviate to &, {y) (i=0,1).



In this paper we consider the decision rules of form
(7 aw={1 if yf1 O M2Ye
0, if yi<y<y:
and 6o(f)=1—d 1 (), where y, and y, are real numbers such that vy,<y.-
In the next section we consider the distribution with density of

form E(X|0)=C'Lipnq1, o+az (X) .

§2. £(x]0)=C7 I psn1, srap (X)——Case.

Tn this section we consider the population with density
(8) F(x18)=C""T (oun 1. aunz (X}, for f¢(-w,)
where p, and j; are real numbers with c=p,—1:{>0).

Let X, be the i-th smallest observation of X,, Xy taken
randomly from the population with density £(xi0). In this section we use
an unbiased estimator Y=(X(y+Xm —10}/2 (30=9:+12) to get the optimal
decision {,(y} for deciding a,. Applying variable transformations Y=
(X (1 X —00) /2 and Z=X., to the joint density of (X, Xm) and taking
marginal probabiltiy density fu;nct..ion (p-d.f.) of ¥ as follows:

9 g{yif)= | nc " (c—2ly-8)"', for -c/2<—-0+<c/2
t 0, elsewhere.
To get the optimal interval (y,y;) For deciding a, we minimize y,~y,(>0),
provided that for a real number ¢ with O« and for all (e(-a,w),
. ‘

(10) Eo{bo(D))=  Poly, <¥<y,]=} glylt) dy= l-ua.
Y.

Since g(y|§) is symmetric at §, we take y,=0-r and y,=0+r, and obtain
(11) r=c¢(l-gt ™) /2
(We note that the optimal region (Y-r,¥+r) satisfies that for all §¢(—o,0),

(12) P, (8¢ (Y~r,¥+1)]=1-0.)



Letting

(13) §.°0)= /1, if yd-r or f+r<y,
| 0, if p-ray<hr,

and §,°(¥)=1-4,"(y), we get

(14) R(8,6°)=E,(§,°(¥)}=e, fe0o
R(8,0°)=E, (§0° (D))=1-E, (§,° (V))=1—0q, 0¢0,.

If we especially let

(15) b1 (y)=6."%(y) and §o*(¥)=1-4.°°(y),

then

(16} R{§0,6")=Eoo(8,*(¥))=0,

and

(17 R(Bré')=Eo(60*(Y))=1—Eo{61‘(Y))s,l—ﬂiﬁa(l—ﬁ1(Y))=R(ﬂ,6), for 0#0,,
because E,(f,*(¥))2a- | So, if D={§: R(fy06)=c and §,(y) is of form (7)},

then §* is of best among all §:D.



