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censumpiion  expenditures using a single-year cross-section
data set. A  reduced-form equation for consumption is
estimated on high-saving houscholds by the Tobit procedure to
account for the selectivity bias, r,:gince high—saying
households are not 1likely to be 1iquidi£y constrained, the
estimated equation 1s an appropriate desctiption of how
desired consumption +that would be forthcoming without
liguidity constraints is related to the variables available
in the cross-section data. When the reduced-form equation is
used to predict desired consumption, the gap between desired
consumption and measured consumption is most evident for
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1. Introduction

The basle postulate of the 1life cycle-permanent income
hypothesis (hereafter %o be <c¢alled the permanent income
hypothesis) 1s that households behave as if they maximize a
lifetime utility function subject only to the lifetime budget
constraint without being constrained by imperfect capital
markets, This postulate, if true, casts serious doubts on
the effectiveness O wuacrceconcmic stabllization policies
such as temporary tax cuts. If, on the other hand,
houseboids are subject to borrowing dons@ra}nts (or, to use
James Tobin'§, terminology, liqudisy _ﬂcsgstraints), then
short-run stabilization policies will have some influence on
aggregate demand. '

Because of the forward-looking nature of the permanent
income hypothesis, convincing empirical testing of the
postulate is impossible unless the hypothesis is coupled with
a sensible assumption about how expectations are formed.
Recently, Hall(1978), Sargent{1978), Flavin(1981), and
Hayashi(1982) have fested the hypothesis on U.S. aggregate
time-series data under the assumption of rational
expectations, Their test results are mixed, mainly due to
the low power of time-series tests.

Subsequently, Hall and Mishkin(1982) turned to panel data
to find that food consumption is more sensitive to current
disposable income than 1s predicted by the hypothesils, This

work 1s followed by Bernanke(forthcoming) who examined



expenditure on automobiles using a different data set. He
found no evidence against the permanent income hypothesis.

The basic testing strategy common to the above-mentioned
work 1s to look at the ©relationship between current
dispesable income and changes in consumption.,” The permanent
income hypothesis {(cum rational expectations) predicts no
correlation between the two; a statistically significant
correlation implies that households are liguidity
constrained. It would be highly desirable to extend this
analysis to total consumption (as opposed to food consumption
or durable goods expenditure), bug unquﬁﬁhately no péngl
data exist in the U.S. fof total consuﬁptiﬁn for morelﬁhan
one period. Cross-section data on total consumption do
exist, but one needs a different line of approach to test the
hypothesis on such data,

A mnatural approach would be to derive the consumption
funetion (i.e., the optimal consumption rule) for a model
which includes the pefmanent income hypothesis as a specilal
case and in which borrowing constraints are superimposed and
then ftest the restriction implied by the permanent income
hypbthesis. There are at least two problems with this
approach. First, we have the familiar problem that we, as
ecoﬁometricians, can't observée the household's expectations
about future income, so that any variable that helps predict
future income can show up in the consumption function, which

nakes 1t very difficult to test the restriction implied by



the permanent Iincome hypothesis, Second, the permanent
income hypothesls does not deliver an explicit optimal
consumption rule for the level of consumption. Even under
the assumption that <the 1lifetime utility function is
time-separable with constant degree of relative risk
aversicn, no closed-form solution for optimal comsumption has
been derived when future labor income is uncertain.
Moreover, fthe permanent ineccme hypothssis ~ is not very
specific about how the family structure should be
incorporated in the consumption function, The problem
becomes even less tractable if the additfgggl constrainttqf
imperfect capital markets .is superimpoéed on the permaﬁent
income hypothesls. For example, work by Levhari, Mirman., and
Zilcha(1980) shows that the optimal consumption rule under
uncertalnty with borrowing constraints is quite complicated.
This paper is an attempt to test the permanent income
hypothesis and evaluate the quantitative importance of
ligquidity constraints using a single~year cross-section data
set complled by the Board of Governors, Federal Reserve
System in the early 1960s. As in Kowalewski and Smith(1979),
the basic 1idea 1s to separate the sample into high-saving
households and Ilow-saving houscholds and presume ¢that the
high-saving households are not ligudity constrained. A very
general reduced-form equation for consumption 1is estimated
for such households by the Tobit procedure, We use Toblt

because the sample separation is based on the dependent



variable (i.e., consumption). The same equation is estimated
by OLS (ordinary least squares) on the whole sample. TIf the
two estimates of the same equation for consumption are
different, a natural interpretation is that scme of the
households 1in the sample are 1liguidity constrained. A
statlstical test of +this c¢an be carried out using a
Hausman(1978) <type specification test. Since <the Tobit
estimate of the reduced-form equation 1s consistent even if
some of the households in the pobulation (from which the
sample was drawn) are subject to liguidity constraints, we
can use ié to predict desired consumption, -hamely thg‘level
of consumption that would prevail if there were no liduidity
constraints 1in the current period. The advantages of this’
line of approach are (1) that the test procedure is valid
even if the measurement error (for consumption) has a nonzero
mean and/or 1s correlated with the variables on the right
hand side of the reduced-form equation, (2) that we. don't
pretend to have a speclfic form of the optimal consumption
rule, and (3) that, in the event of a (statistical) rejection
of the permanent income hypothesis, we can get some
quantitative 1ndication as to what extent the permanent
income hypothesis deviates from the data.:

The plan of this paper 1is ~as  follows, Section 2
discusses some theoretical issues about the formulation of
the permanent income hypothesis and its extension to liqudity

constraints, Section 3 presents the reduced-form equation



and explains how £the Tobit procedure can be applied to
consistently estimate the reduced-form equation 1in the
presence of 1liquidity constraints. Section 4 is =a Dbrief
description of the data. In sectfion 5, parameter estimates
by OLS and Tobit are presented and the Hausman test of <the
permanept income hypothesis is carried out. _ . .We. then
calculate desired consumption predicted by the Tobit estimate
of " the reduced-form equation and compare 1t +to actual
consumption. Also 1in section 5, a diagnostic test of the
normality and honoskedasticity assumption which are used to

Justify the Tobit procedure is alsc undertaken Section 6

contains concludlng remarks and quallflcatlons



2. A Theoretical Discussion

In thls paper, the permanent income hypothesis is assumed
to De the  hypothesis that the household maximizes 1ts
lifetime wutility function (i.e., the expected value .of the
dlscounted sum of current and future utilities) subject only
£o the lifetime budget constraint.2 The important assumption
here 1s that the household caﬁ borrow or lend as much as it
desires at a2 fixed interest rate, i.é.,‘capital rarkets are -
perfect. This may be an unrealistic assumption and we would
like to test its wvalidity. A more general hypothesis,” which
we will call the hypothesis of liquidity qéﬂ§%raints, is tha;
the household maximizes tﬁé same lifetimé “uéility fdncéion
subject to the 1ifetime budget constraint and +to the
additional constraint that consumption ¢ can't exceed some
upper bound exogenously given to the household:

(2.1) < k

Ct"‘i_"' (j-:OQi:z:--')

t+1

where the subscript t represents the current. year, This
hypothesis 1s more general than the permanent income
hypothesis because 1f the upper bound ¥ 1s sufficiently
large it reduces to the permanent income hypothesis.3

Since the permanent income hypothesis is a speclal case of
the alternative hypothesis or liquidity constraints, a °

natural approach for testing the permanent income hypothesis



would be to derive the optimal consumption rule (i.e., +the
consumption function) for the hypothesis of liquidity
constraints and test the restriction implied by the permanent
income hypothesis. In particular, one might want to test the
well-known restriction that consumption depends only on
"permangnt income".q There are several theoretical. and
practical problems associated with &this approach, especially
when we de not have longitudinal data on consumption.5
First, if the family size affects the lifetime utility, the
consumption function will depend on the future family size
planned by the housenold. Such information is not usually
availlable. | | |

Second, neither human wealth nor permanent income 1is
observable, Since they depend on expectations about future
income, any variables that nelp predict future income will
show up in the consumptlion function if neither human wealth
nor permanent income is included on the right hand side. One
way Co get around this 1is to explicitly specify the
stochastic process for after-tax labor income and find a
closed-form representation of human wealth as a distributed
lag function of current and past labor income.6 A practical
problem with this is that we need longitudinal information on
after-tax labor income extending for more than a few years
back in order to get a realistic distributed lag representa-
tion of human wealth. 4 theoretieal problem is the fact that

income tax is a nonlinear function of the household's income.



Since non-labor income is a part of the household's income,
the stochastic ©process for after-tax labor income is
necessarily affected by the planned time path of saving, It
follows from this that human wealth will depend on assets in
a nonlinear fashion as well as on current and past labor
income.

Third, the permanent income hypothesis (let alone the
hypothesls of liquiditx constraints) dces not deliver =a
closed-form solution for +the optimal consumptin if future
labor income is uncertain or stochastic. In fact, ‘1t seems
that no operaticnal definition of p@rmanent 1ncome or human
wealth is possible except for the tautologlcal one that 1t is
somethlng that 1is proportional to the optimal consumption.7
Another source of complication 1is the presence of risky
assets whose rates of return are stochastic, It 1is true
that, as Hakansson(1970) and Merton(1971) have shown, one can
still obtain & <closed~-form solution for the optimal
consumption ir the stochastle rates of return are
independently distributed over time., Thils, however, does not
carry over to the case where future 1labor income 1s
stochastic. The situation gets even less tractable if
borrowing constraints are added to the optimization problem,
as Levhari, Mirman and Z1lcha(i1980) have shown.

The fourth problem 1s associated with error term in the
consumption function which summarizes the individual effect

or the household specific component of consumption. " The



individual effect could be correlated with any of the
independent variables on the right hand side of the
consumption function. Por example, if the household iz more
risk averse than the average households, then the error term
for that household will be negative; but such risk averse
househnlds will tend to hold a higher fractien--of-.their
portfolio in the form of safe assets, So even if the
household follow the permarent inccne hypothesis, the error
term will be negatively correlated with, €.g., The amount of
demend deposits, Another source of correlation is the budget
constraint. The error term in the previg&élperiod is likely
to be negati&ély correlated with the ahduht of assets at the
beginning of the current ' period. 30 1f the error term is
serially correlated, the current values of the error term and
assets will also be correlated.

The foregoing argument suggests that any attempt to
explieitly formulate the optimal consumption rule as a
function of the variables +that are typically available in
cross-section data is bound to be misspecified and that it is
very difficult to give a structural interpretation to a
regresion of consumption on such variables. For this reason
we choose a somewhat unconventional abproach which 1s

presented in the next section.



3. Methodology

our aim 1s to test the permanent income hypothesis
against the more general hypothesis of liquidity constraints,
without pretending that we can correctly specify the optimal
consumption rule, In this section we present our testing
strategy. The Dbasic observation is +that the optimal

consumption ct can be represented as

(3.1) c, = min(ct*, kt)‘

Here, «¢,* solves the ficticious intertemporal optimization

problem where the future borrowing conétraints are present

but the current borrowing constraint is not.8 That is, e, =%

‘ €
solves the Intertemporal optimization problem with the budget

constraint and the future borrowing constraints:

(3.2) <k (1=1.2,3,...).

Crei 2 Fpig

We will refer to C.# as desired consumption. Note that

Cy# is not the level of consumption given by the permanent
income hypothesis, because 1n the present optimization
problem future borrowing constraints are present. We note,
however, that (3.1} does contain the optimal consumption rule

implied by the permanent income hypothesis by letting |

o s
t+1
(1=0,1,2,3,..) sufficiently large. To anticipate, our
testing strategy 1is to compare c and c, ¥ ; 1f they are

I
b L

10



different, we can conclude that hoﬁseholds are currently
liguidity constrained, which is sufficient +to reject the
permanent income hypothesis which assumes <%hat borrowing
constrants are absent for all pericds.

Let x be a vector of variables (other <than consumption)
that awve avallable from our c¢ross-section data~--seg~- -Ig
includes disposable income, assets, and the age of household
head. We now make the following assumptions. (For the most
part of the rest of this paper the time subscripts will be
dropped.) The first assumption is that the expectation of
desired consumptlon conditional on x (whi&h 1is a well -defined
concept because we have a random sample of X and which in
general 1s a nonlinear function of x) is a linear function of

X, i.e-:
A1, E(c#Ix) = x'a, or c¥ = x'a + e, E(elx) = 0,

In the actual estimation the vector X includes not only
disposable income, age, and assets but also their squared
terms and interaction terms. Thus, to the extent that the
conditional expectation is well approximated by a quadratic
function, this assumption is not as restrictive as it might
first appear,. Because of the problems discussed in the
previous section, we place no a_priori restriction on the
vector of coefficients a . By definition, the error term e

lncludes anything that is not explained by x. For example,
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e could 1nclude individual differences in risk aversion,
bequest motives, stochastic process for income, ability, and

so forth. The equation in Al will be called the reduced-form

equation for desired consumption. Our approach here 1is
similar 1In spirit to Sims'(1980) vector autoregresive
modelling on time-series data. Cne advantage of our
non-theoretical apprcoach is fthat we do not have to commit
ourselves to any particular version of the permanent income
hypothesis,

The second assumption 1s about the upper bound 1; fbr

current consumption.
A2, k > YD» + ,2%LIQ,

where  YD# 1s disposable income minus contractural saving
{(payments on mortgages and installment debts) and LIQ is
the amount of liquid assets, Following Tobln and Dolde(1971)
and Kowalewskl and Smith(1979) we define disposable income as
net of contractural saving. The assumption implies that the
household can spend (if it wishes) at least YD* + ,2x*LIQ in
the current year, The definltion of LIQ in this paper is

the sum of demand deposits, saving accounts, bonds and common

stocks. Of course this assumption does not dimply the
household cannot sell 1illiguid assets (e.g., houses) and
spend the proceeds for consumption purposes, But the time

unit in this paper 1s cne year and 1t may not be possible for

12



the household to sell 1illiquid assets within a year at a
price close to the market value. This 1is why we do not
include assets like houses on the right hand side of A2. The
reason that LIQ is multiplied by a fraction is to guard
against the possibility %hat not all of the reported amount
of LIQ may be really cashable on a short notice. = Qur -
choice of the LIQ coefficient of .2 is indeed arbitrary, so
we will report estimation results for different values of the
LIQ ceoefficient. Anyway, there seems to be no doubt that the
upper bound k 1s greatsr than the right nand side of A2.

In thils paper consumption (c¢) is calﬁuléted as disposable
income (YD#) plus contractural saving “minus séving (net
changes 1in assets). The third assumptlion i1s that the only
source of measurement error for consumption is dilsposable

9

income. If we denote the measurement error for disposable

income by u , the third assumption can be written as

A3, YD = ¥YD¥* + u, CON = ¢ + u,

where CON is measured consumption as opposed to true
consumption ¢ , and YD 1is measured disposable income (net
of contractural saving). There seems to be no reason that
the measurement error u is 1ndependent of X . We can

allow a fairly general form of correlation between u and X

s

by positing

13



Ah, E(ulx) = x'd, or. u=x'd+ v, E(vlx) = 0.

This permits, in particular, the measurement error u to
have a non-zero mean. This 1s important because income as
reported in our cross-section data 1s likely <to  be
understated as most of the sample were taken during the
pericd for filling Form 1040 for tax returns. |

Combining Al, A3 and AL, we get

(3.22 c¥ + U= x'b + (e + v),

where b = a + 4 . Thié'Equation, too, will be called the
reduced-form equatlon for desired consumption. This 1s the
equation we will estimate,. It is . true that we can't

identify a and d separately, but ldentifying the "bilased"

coefficient D is sufficlent for our purposes, as we will

see shortly. Now define the threshold value U as U =
.85%(yD + .2401Q). 7 Dperine the limited dependent variable y
as

CON if CON < U,
(3.3) y =

U otherwise,.

Using (3.1), (3.3), and A2 and A3, it is just a matter of

simple arithmetic to show that:
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x'b + (e + v) if x'b + (e + v) < U,
(3.4 y =

U otherwlse.

For later vreference, we will call <the housepnolds . whigch
satisfy the sample separation rule CON < U in (3.3) the

non-limit observations and the households which 4o not the

limit observations. The parameter b can be estimated by

the Tobit procedure if we assume
o

A5. Conditiorial on x and U , the errcr term e+v has a

zero mean and 1is normal and homoskedastic.

Since obviously this assumption*can't be Jjustified on a
priori Dbases, we will carry out a diagnostic Lagrange
multiplier test of normality and homoskedasticity at the end
of section 5.

The intuitive idea for using Tobit runs like this: Since
we are confident that the households with ample liguld assetgs
or with high saving ratio are not currently liguidity
constrained, we would like to use their consumption data to

estimate the reduced-form equation for desired consumption.

But since we suspect that at least some of those households

which don't have ample liquid assets or whose saving ratio is

low are currently liquidity constrained, we do not use their

i5



consumption data except for the fact that their consumption
is high relative to their 1liguid assets or to their
disposable income.

Thus two different estimates of the reduced-form equaticn
for desired consumption can be obtained. If the null

hypothesis that no households in the population (from which

the sample was drawn) are currently 1iquidity constrained,

then we nhave ¢ = ¢% and

(3.5 CON

It

X'b + (e + v},

from (3.2) and A3. Thus an efficient ”aﬁd' asymptofidélly
normal estimate of Db 1is given by OLS. The Tobit procedure
applied to (3.4) gives a consistent (and asymptotically
normal) estimate of b even if some of the households in the
population are currently 1ligquidity constrained. The test
procedure that immediately comes to mind is Hausman's(1978}
specification test which is to compare the efficient OLS
estimate and the consistent but inefficient Tobit estimate.
If the null hypotheslis that no households are currently
liquidity constrained is true, then the OLS and Tobit
estimates should not be statistically different. Thus a
surprisingly large value of the Hausman statistic implies
that some households in the population are currently
liguidity constrained. This 1is sufficlent to 7reject the

ermanent income hypothesis which assumes +hat the current
P J currentc
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and future borrowing constraints are irrelevant. A nice
thing about this test 1s that the Tobit estimate of b 1is
consistent in the event of rejection. Since the expectation

of e 1s zero by construction, the gap between c¢#* and c

TOBIT
and CON are the sample means of x and CON , respectively,

can be consistently estimated by X'b

and b is the Tobit estimate of b . Moreover, if the
TOBIT

measurenent error has a zero mean. then X' is a
TORIT

consistent estimate of ez . Thus the Tobit estimate of b

can provide uceful information for assesing the guantitative
importance of liquidity ccnstraints. |

- Before .Eurning to empirical analysis, we make several
remarks. First, as we mentioned above, for testing purposes
we can allow the possibility that the measurement error has sa
nonzetro mean and/or is correlated with any elements of <the
right hand side variables x . Second, the cholce of the
variables included in x 1s not crucial for the validity of
our testing procedure. In principle, any variables that are
avallable in our cross-sectlon data can serve as x . But
the power of the test will be affected by the cholce of x 5
a "good" choice of x would be the one that minimizes the
variance of ety However, as we Kkeep including more
variables in X , we also have to include squared (and
pqssibly cubic) terms of the included variables in order to
keep Assumption 1 plausible, so that the size of X ean

easily be a huge one, making it very expensive to do the
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Tobit estimation which requires inverting the Hessian matrix
in each iteration. Therefore the choice of the variables to
be included in x 1is necessarily a balancing act between the
power considerations and the computational considerations,

Third, we are not assuming that every household in the limit

observations 1s 1ligquidity constrained. All that is needed
for consistent estimation of b by Tobit is that the sample
separatlon rule CON < U in (3.3) does not pick up currenwly
constrained householdé; there may well be non-constrained
households that do not satisfy CON < U . TFor example, young
,phousenolds which follow the permanent ing?ﬁg_hypothes;s and
whose desired ccnsumption 'exceeds curreﬁt disposable in;ome
would not satisfy CON < U

| The last remark concerns measurement error for saving.
It is true that if measurement error for saving 1s nonzerc so
that measurement error for consumption consists of
measurement error for disposable income and for saving, then
A3 becomes CON = ¢ + U + s, where s is mesurement error
for saving. TIf s 1is normally distributed, the probabllity
that some liquidity constrained households satisfy CON < U
1s not zero, so the Tobit procedure will end up estimating a
mixture of the reduced-form equation and ¢ = %, the equation
for the 1llquidity constrained households. This problem of
mis-selection does not appear to be a serious one for the
following reasons. First, since the unigue Ffeature of the

present data set 1s 1ts exhaustive coverage of various kinds
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of assets and since 1lncome taxes 3in 4this paper wlll have to
be estimated from extraneous information, the variance of
measurement error for saving is likey to be small relative to
that for disposable income. Second, even though it may not
literally be a consistent estimate, the Tobit estimate will
be a very close approximation, If the true densipy. .function
of measurement error for saving does not have long tails 1like
a normal distribution, the probability. of Iiquicdity
constrained households ending up in the non-limit
observations may well te2 zero, in view of +the high wvalue of
saving ratio (15%) used. for definding theﬁﬁﬁfeshold value U,
and the nofﬁality assumption will 'still be a good
approximation, Even 1if the density function does have long
tails, the probability of mis-selection will be negligibly
small, Third and most important, we note that the Tobit
estimate 1is consistent and asymptotically normal under the
null hypothesis that no households are currently Iliquidity
constrained. Thus the Hausman specification %test remains

valild.
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4., The Data
The cross-sectlon data for the caleculation reported in

this paper came from the 1963/64 Survey of FPinancial

characteristics of Consumers conducted by the Board of

Governors of the Federal Reserve System, A complete
description of the survey is in Projector and Welss(1966).
The survey collected detailled information fof income, the
value of a large number of variovLs catezceries of Aassets as
well as for soclo-econemic characteristics of the households
for two y2ars 1562 and 1963, The quality of data is believed
to be very good relative to other avallable data sets. 11

The variables used in the analysis are as follows
CS = contractural saving during 1963 in installment and
mortgage debts,
YD = 1963 disposable income excluding capital gains, after
estimated federal income and payroil taxes,12 minus CS,
ASSET = total market value of financial and physical assets
(including the acturlal wvalue of 1life insurance, private
pensions, annuities, royalities, real estates, and
automobiles), at the beginning of 1963,
SAVING = saving during 1963, defined as net changes in assets
(including automobiles and houses) after the exclusion of
capital gailns,
CON = measured consumption during 1963, defined as YD + CS -
SAVING (note that YD + (S 1is disposable income in the

conventlional sense),

20



-y

LIQ = amount of liquid assets, defined as demand deposits,
plus saving accounts, bonds and common stocks,
HOUSE = market value of houses and other real estates at %the

beginning of 1963 (HOUSE = 0 for non-homeowners),

U = .85#(YD + .2#LIQ), the threshold value for creating the
limited dependent variable, B T
AGE = age of the household head as of December 1962,

17}
W

[aN]
It

family size,
The following households are excluded from the initial
sample .of 2164 households. (1) households with missing data
for the relevant variables (373 cases), ?QYﬂthe self-employed
and farmers 6ﬁ28 cases), (3) households.whose 1963 disposable
income minus contractural saving is less than $1,000 (96
caseé), (4) households whose assets are greater than or equal
to one million dollars (38 cases), {(5) hLouseholds with
negative consumption (27 cases), (6) households whose
consumption-disposable income ratio is greater than or equal
to 5 (5 cases), and (7) households whose head is 65 or over
(166 cases), This reduced the sample size to 1031
observations. The self-employed and -farmers are eliminated
as thelr income is least accurately reported ‘and is likely to
be understated. In the subsequest analysis, we will deflate
the equation to be estimated by YD (disposable income minus
contractural saving) to avold heteroskedasticity. The reason
for excluding low- and high-income households 1s to avoid

extreme values when the  Tteteroskedasticity correction is

21



15 01d households are eliminated for the same reason:

made,
Since thelr disposable income i1s likely to be small relative
€0 their consumption, thelr consumption-income ratio would
tend to be high.

The sample mean, standard deviation, and skewness of the
variables 1listed above for the sample of 1031 observations

are reported in Table 1. Table 2 displays the sample means

for four groups broken down by the z2goe of the household.
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5. Results

In the subseguent analysis, the vector x consists of
the following sixteen wvariables: the constant, AGE-45,
(AGE-45)+%2, F3Z, ASSET, ASSET#(AGE-45), ASSET=((AGE-U5)#22),
ASSET#FSZ, YD, YD=(AGE-45), YD#{ (AGE~45)%%2), YD*FSZ, LIa,
ASSET#%#2, YD¥#2, and HOUSE.iq To account fOr "possible

differences 1in the consumption behavior by  low- and

nigh-incomc households, sguarec termé in  ASSET and YD are

included in the equation. It 1is possible to calculate
Cisposable income in 1962 from our data set, Disposable

&

income in 1962 was not included in our eéﬁétion because it
vwas highly correlated with disposable incéme in 1963 (YD) and
a serlous multicollinearity problem arose when both variables
were included. The reason for inecluding HOUSE is to treat
homeowners and non-homeowners symmetrically; the calculated
consumption CON does not include service flows from houses
which will be represented by +the HOUSE variable in the
equation with a negative coefficient. The reason we have to
include LIQ is that A5 assumes that the expectation of e+v
conditional on x and U 1is zero and U 3is a function of YD
and LIQ.

Not surprisingly, inspection of the residuals from a
preliminary regression analyéis revealéd considerable
heteroskedasticity across households of different income
sizes. Since the Toblt estimation to be carried out shortly

assunes that the error term e+ 13 homoskedastic, a
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vheteroskédasticity correction 1s necessary, To this end,
"disposable income YD is used to deflate the equations (3.4)
and (3.5) to be estimated. In other words the reduced-form
equation we actually estimate has CON/YD as the dependent
variable and x/YD as the independent variables. Of course
there 1s no guarantee that this deflation by YD completely
removes heteroskedasticity in the (deflated) error terﬁ e+v.
Later iIn this section we will carry ouﬁ-a Lagrange multiplier
test for heteroskedasticity and non-normality. The parameter
estiwates obtained from applying OLS to the deflated equation

A

(3.5") CON/YD = x'b/YD + (e + v)

are reported in Table 3. In interpreting the results, it
should be kept in mind that the coefficient b  in (3.5) 1is
the sum of a in A1 and d in A4, We note that no
variables that involve AGE are significant. We would expect
that consumption depends on age to a large extent if the
household 1s trying to isolate consumption from lifetime
income movements.

Of the whole sample of 1031 households, 455 households
satlsfied the criterion that CON < U = L85% (YD + ,2%LIQ),
Table 4 displays the sample mean and standard deviations of
the variables for the non-limit observations and for the
limit observations. Although the sample separation rule CON

< U does not necessarily favor high-income households (since



it 1s based on the ratio of CON to YD+.2%LIQ), it ended up
selecting relatively rich households into the U455 non-limit
observations, As would be expected, the average age is
considerably higher for the non-1limit observations.

The Toblt model (3.4) (after CON is replaced by CON/YD
and x by x/YD) Is estimated by maximum likelihood under +he
assumption (A5} that the (deflated) errcr term a+vyv is
normal and hcmoskedastic. . The results are reperted: in Table
5. Unlike the OLS case, the HOUSE coefficient picked up the
right {(regative) sign; “ut it is not significant. Two of the
variables that involve AGE have coeffigiéﬁts whose t fatio
is over tﬁo in absoiu£e value, .The. negative ASSET
coefficient might at first sight seem puzzling, The partial
derivative of the estimated equation with respect to ASSET .
evaluated at (AGE., FSZ, ASSET) = (45, 3, $10,000), for
example, is about -,005. This number, however, does nog
really represent the effect of an increase in ASSET on
consumption, because when ASSET increases, disposable income
must also increase,

The ftwo sets of estimates -- OLS and Tobit -- appear to
be different from each other. As Hausman{(1978) has shown,
the right distance between the two estimates 1is given by the
difference in the variance matrices for the two estimates, as

the efficlent estimate of b, b is asymptotically

oLS’
uncorrelated with the difference bTOBIT - bOLS » under fthe
null hypotesis, This fact can also be directly verified by
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looking at the Taylor expansion of the estimates around the

true value of Db . As Hausman(1978) has shown, the Wald type
statistic
(b - b)Y - v b )
TOBIT CLS TOBIT 0L.3 TOBIT QLS

LR o e b bR

is asymptotically distributed as chi-sguared with 16 degrees
of freedom under thre =null nypothesis that no households ia
the populaticn are currently liquidity constrained. In the
above expression, VTOBIT and.VOLS are ?@el§amp1e slize times
consistent estimates of the asymptotic vafiance matrices of
bTOBIT and bOLS’ respectively. In the present cgse the
statistic is 745.9, which emphatically rejects the null

hypothesis.15

Technically speaking, the primary reason for
such a larg= statistic appears to be that the standard errors
of the Tobit estimate are not much higher than those of the
OLS estimate.

A less formal but probably more interesting way to

evaluate the importance of 1liquidity constraints 1is to

compare <the sample mean of predicted desired consumption

xibTOBIT‘ to the sample mean of measured consumption on the

entire sample of 1031 observations. As was shown in section
3, the gap c% - ¢ can be consistently estimated by the
fal e [ _ ' = ) <
sample mean of X DTOBIT CON, 41if the Toblit estimate is
consistent for: b, Furthevrmore, il the {(unconditional)

expectaticn of the measurement error u is zero, then the
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sample mean of x Is a2 consistent estimate of desireq

bTOBIT
consumption c¢#% ., This is why our interest has been centered
around the consistent estimation of b . The (weighted) mean
of x'bTOBIT/YD is 1.005 and the (weighted) mean of CON/YD

is .950, The effect of liguidity constraints is to reduce
consumption to about 5.59 below the desired level,. on the
average. Trom the viewpoint of macroeconomiec stabilization
policies, 2z more re}evant measure 1s the unweighted mean of
consumption. The (unweighted) mean of CON is $7,045 which 1is
about 2.7% below the (unweighted) mean of predicted desired

TOBIT ‘
importance of liguigity constraints does not seem as large as

consumption x'D of $7.,244, Thus’ “the gquantitative

the difference between the Tobit and OLS estimates of the
reduced-form equation might suggest.

Table 6 carries out a similar comparison by the age of
the household head. As would be expected, the effect of
liquidity constraints is most evident for young households,
Not only the discrepancy between predicted desired
consumption and measured consumption is largest for the
young, but also their average ratio of predicted desired
consumption to disposable income exceeds one. For only 19%
(52 cases out of 271) of the households whose heads are 33% or
younger, measured consumption 1s greater than the predicted
desired consumption X|bTOBIT’
The important assumption in the preceding analysis 1s

that the error term e+v (after deflaticn by YD) is normal and
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homoskedastic, We now carry out a Lagrange multiplier test
for non-normality and heteroskedasticity. Following
Lee(1981) we assume that the error term w = e+v (after the
deflation by YD) 1s a member of the general Pearson family of
distributions whose density function can be written as

L7 S SV S NN -~

fiw)

g(w)/[j g(z)dz1,
-

W}’ler’e

W Cy = 2
glw) exp[{ 2]dz.

C=C_2+C, Z
005 4

>

The variancen,under this general Peargoﬁafdistribution is
05/(1—304)' There are several different ways to Il1ncorporate
heteroskedasticity into this distribution. We assume that
the variance 1s a linear function of ASSET and YD so that c

5
is written as

05 = cO + clﬁASSET + czﬁYD.

If, for example c, > 0, this expression implies the wvariance

increases with the Thousehold income. . The normality
assumption is that ¢, = ¢, = 0, and the homoskedasticity
assumption 1s that 03 = ¢y = 0. Our null hypothesis,
therefore, 1s that ¢, = 0 (1=1,2,3,4). The Lagrange

multiplier test 1is based on the fact +that the score vector

under the null hypothesls has mean zero and its variance is
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the elements of the information matrix that correspond %o the
parameters constrained by the null hypothesis. Its
attractive feature 1s that we don't have to compute the
maximun likelihood estimates under the alternative
hypothesis. The reader is referred to Engel(forthcoming) for
an excellent exposition of the Lagrange multiplier principle.
To calculate the Lagrange multiplier statistic, a consistent
estimate of the relevant information matrix 1s necessary; we
used the formula given by Lee(1981) %o obtain ‘such an
estimate. In the present case, the statistic, which 1is
distributed asymptotically as chi-squared with four degrees
of freedom undexr the nuli’ hypothesis (ci.‘él 0, i=1,2,3;u),
furned out to be 10.7. Thus we can accept the joint
hypothesis of normality and homoskedasticity at a 2.5% level
of significance.

We conclude this section by examining the robustness of
our results with respect to the choice of the LIQ coefficient
in the definition of U , the threshold value for the sample

separation. Table 7 contains the results that correspend to

[H

the ones on Table 6 for two cases where U L85%(YD+.5%L,IQ)

&)

and where U = ,85%YD. The results with U .85%(YD+.5xLIQ)
are remarkably similar to the case where U = ,85x(YD+.2xLIQ).
However, when U is simply .85%YD, the estimated reduced-
form equation underpredicts consumption for households whose

heads are Detween 654 and 64 years of age. Since by

definition c# should be greater than or equal to ¢, this is
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puzzling, However, even 1n this case with U = .85#YD, the
welghted average for the whole sample of desired cohsumption
of .98H4 is still higher than the weighted average of measured
consumption of ,950,. Also repcorted in Table 7 is the
consuniption predicted by the OLS estimate of b, It is ¢lear
that, unlike any of the Tobit estimates presented..so..far, . Lthe
discrepancy between measured consumption and ©predicted
consumption has no relationship with the age of the

househncld.
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6. Conclusion

The basic message of this paper can be summarized as

follows. The sampie was divided into high- and low-saving
households. The coefficients in %the reduced-form equation
for consumption (i.e., the regression of consumption on the

variables avallable in our cross-section data) for the
high-saving households appeared to be quite different from
those for the rest, even after tHe selectivity (or sampls
selection) ©bias, which arises from a sample separation
procedure besed on the depeacent variable, is removed by the
Toblt procedure. When %the Toblt estimate of the reduced- forn
equation for the high- sav1ng households was used to predlct
consumption for the whole sample, it tended to nggpredict
actual consumption, Our interpretation of this finding was
that some of the low-saving households were unable to consume
as much as they want due to borrowing constraints. This 1s
admittedly not the only interpretation, but is the one that
seems most natural.

One might want ¢fto comment on this by saying that the
high~ and low-saving households are simply two differeng
types of consumers with respect to their preferences and so
i1t 4is not really surprising (from the viewpoint of the
permanent income hypothesis) to have such a large Hausman
statistic. This amounts to questioning the validity of our
Assumpticn 1 whieh says that the way desired consumption is

related to X is smooth enocugh to allow a quadrate
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approximation. OQur responce to this commen:t is three-fold.

First, the error term in our reduced-form equation for
desired consumption does include &ll kinds of individual
differences that are not captured by the vector x. The error
term for the high-saving households tends to be negative,.

This is.precisely the selectivity bias that can bz removed by
the Tooblt procedurs under the normality and homoskedasticity
assumption -- the assumption that was net rejected by data.

Second, if it 1s in fact the case that two household groups
differ in a fundamental way with respect. to thelr consumptilon
behavior, one would 1like to explain ﬂgxftnéy are different;
in particular:.one would have to-explaiﬁ‘ﬁhj the saving rate
is the relevant criterion in dividing households into two
totally different types of consumers, Third, the permanent
income hypothesis 1s 'really an optimization problem with a-
linear constraint. Unless the objective function is badly
behaved, one would expect to see the optimal decision rule to
be a smooth function of relevant varilables, After all,
Milton Friedman's original permanent income  hypothesis
implies that the expectation of consumption conditional on

income is a linear function of income.
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Footnotes

1. See Tobin(1980) for his latest account of liguidity
constraints and their implication to macroeconomic
stabilization policies, In this paper we use the words
"liquidity constraings” and "borrowing constraints"
interchangeably, We willl mnot use the word “quantity
constrainfts”., because it is vusually uscd to describe the

situation where 1labor supply is exogenously given to the
household, This paper assumes that households are quantity
constrained, i.e., they are "income take?é“{ Although this
is &4 standard assumptioﬁ :in the 1iterétﬁrél on consumﬁ%ion
function, it would be preferable to treat both consumption
and labor supply as choice variables. Unfortunately, our

data set has no information on labor supply or wage rate.

2. See, e.g., Hall(1978) for a formal statement of %he
permanent income hypothesis. The assumptlion that the
lifetime utility function 1s time-separable is not a crucial

assumption in this paper.

3. See, e.g., Lucas(1980) for a formal statement of this
hypothesis, In Lucas' paper, k 1s the household's noney
balance at the beginning of the period. A more general model

of liguidity constraints would be to assume the interest rate

iz an increasing {unction of consumption. It seems that a
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satisfactory <treatment of this more general model regulres
longitudinal information on consumption. The model in the
text amounts to assuming that the interest rate becomes

infinite as consumption exceeds k.

4. Permanent income 1s usually defined as the *nterest rate
times the sum of assets and human wealth. Human wealth is
the expectation -0l the preasnt discounted value of current

and future after-tax labor income.

5. If longitudinal data on total consuﬁpﬁfbn were avallable,
we would operate on the Euler equation (the first order
cendition for intertemporal optimality), as Hansen and

Singleton{forthcoming) did using aggregate time-series data.

5. See Hansen and Sargent(1982) for more details on this -
approach,.
7. There are three cases where permanent income "is a

well-defined concept., (1) Future labor income is determi-
nistic, (2) The instantaneous utility function is quadratic,
and (3) The instantaneous utility function has a constant
degree of absolute risk aversion and labor income follows a

Polsson process (see Merton [19717).

3. The vrepresentation (3.1} implicitly assumes that the
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shadow value of kt (the derivative of the 1lifetime utilitgy
functlion with respect %o kt) 1s a monotone function of kt'
This would be true if the instantaneous utility function is

concave,

9. Problems asscciated with measurement error for saving
will be discussed at the end of this seection. Note that our
definition of disposable income YD#» 1s net of contractural

saving,

10, The reason that YD+. 2«LIQ is further multlplled by 85
is te reduce the probablllty that measured consumptlon by
liquidity constrained households satisfy the sample
sepatation rule CON < U due to measurement error for saving.
This point 1s further discussed in the last paragraph of this

section.

11. I 2lso looked at a University of Michigan Survey

Research Center panel study entitled Consumer Durables and

Installment Debts, 1967-70, which has Ilongitudinal data on

saving and income. It turned out that calculated consumption
(defined as income minus saving) was negative for more than

two cases out of ten.

12. The data set contains no information about taxes.

Federal inccne tax was calculated by following the
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instructions in a handbook entitled Your Federal Income Tax

(1964 edition, U.S. Internal Revenue Service publication
No.17). The tax deductability of mortgage payments was
incorporated in the calculation. Other taxes were ignored.

Property tax could be a substantial omission, but this will
te picked up by the variable HOUSE in +the “pediésd-form
equation. The derivation of the variables used in <this paper
15 1n part based on the asset and saving dave Jonstructed Ly
Kim Kowalewskl of Federal Reserve Bank of Cleveland, who also
used the same data set from Proje:tor.;nd Welss(1966). The
FORTRAN program that I used for derivihgiithe variables 1s

avallable upon request.

13. It turned out that if households in (4)-(7) were not
deleted, the normality and homoskedasticity assumption was

decisively rejected by the Lagrange multiplier test.

14, Education and <the sex of the household head are
avallable from the data set, but they are not included in the
equatlon to maintain the number of the right hand side
variables manageable in our computation of Tobit estimates.

If the two variables were to be included, we would have to
also include the interaction terms between the two variables
and YD and ASSET. The choice of the variables ilncluded in x

1as already been discussed in the previous section.
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15. The Hesslan matrix of the log of 1likelihood function
evaluated at bTOBIT was used to calculatge VTOBIT' To
calculate VOLS’ we used the Tobit estimate of Var(e+v). If

the OLS estimate of Var(e+v) is used to evaluate V some

oLs?
of the diagonal elements of VTOBIT—VOLS become negative. If
the hypothesis is that both the coefficients in the reduced-
form equation and the variance of the error term e+v are the

fame, the relevant Hzusman statistic .is 1774.
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TABLE 3: OLS Estimate

1 AGE=-45 (AGE-45)%%2 FSZ
1 400 —6.34 -.376 4.62
(2.3) (=-.97) (=a74) . {.13)
ASSET -.00805 -.000606 .0°350 L00843
4 4
YD L779 .0%101 . .0%59 L0127
L1Q ©.00311
(.30)
ASSET*#*2 -.07179
(-1.9)
5
YD**2 -.0°368
(—116)
HOUSE L00747
(1.0)

estimate of Var(e+v) = ,130
(22.7)

R2 = .936, mean of the dependent variable (CON/YD) = .950,

sample size = 1031.

Note: Numbers in parentheses are t ratios. The point estimate
of the coefficient of ASSET, for example, 1is -.00805 which is
the (2,1) element of the above matrix. The point estimate of
the coefficient of YD*( (AGE-45)*%%2) 1is .0000669.
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TABLE 5: Tobit Estimate

1 AGE-45 (AGE-45)%%2 FSZ
1 437 -20.3 .785 -5.19
(2.2) (=2.3) (1.2) __  (=.01)
ASSET -.0168 ~.0%867 .0%s69 .00308
(-1-5) (—-lg) (.2011 (].a’f)
1D .841 00273 -.000206 L0302
LIQ © 00760
(.61)
ASSET*%2 07125
(1.4)
YD* %2 -.0°539
(-1.5)
HOUSE -.00371
(—l32)

estimate of Var(e+v) = .0921

(6.4)
Log of likelihood function = -391.6, sample size = 1031.
Note: WNumbers In parentheses are t ratios. The maxnum

likelihood estimation was carried out by the Newton—-Raphson
method described in Amemiva(1973).
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