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Abstract—Mobile Cloud Computing (MCC) is a new paradigm to provide computation capabilities at the edge networks near mobile devices to speed up the executions of mobile applications and reduce the power consumptions at mobile devices. In this paper, we focus on the problem of how to dynamically offload the computation intensive tasks of newly executed mobile applications from resource-scarce mobile devices to the servers located at the edge networks in order to minimize the average application completion time. We consider a system model in which there are a set of mobile devices connected to an edge server by a shared communication network. Furthermore, we take into account of possible transmission collisions at the shared network when more than one mobile device attempts to transmit data simultaneously. We first formulate a static offloading problem as an MIP problem that can be solved using an appropriate optimization tool such as Gurobi optimizer. Then, we extend the static problem to solve the dynamic offloading problem considered in this paper. Using simulation experiments, we show that our proposed approach outperforms significantly previous approaches for a wide range of system parameters.

I. INTRODUCTION

The edge computing paradigm has been attracting interest from researchers in speed-up for both data- and time-intensive mobile applications and in energy saving of mobile devices such as sensors and smartphones. The servers located on the edge networks, called the edge servers, extend the computation and storage capabilities of mobile devices and furthermore reduce the power consumptions at mobile devices [1], [2]. Computation intensive tasks are migrated (offloaded) from mobile devices to the edge servers for remote processing [3], [4], [5], [6], [7]. Since the offloading performance depends heavily on not only the characteristics of both the applications and the mobile devices but also the communication networks connecting the mobile devices to the servers, it is crucially important how to offload mobile tasks to the servers. A number of mobile devices are usually connected to an edge server via a shared radio access network such a Wireless LAN and therefore the data transmission from a mobile device to the server may collide with other transmissions over the shared network. The possible collisions over the shared communication network should be taken into account in offloading decisions.

There are some researches focusing on computation offloading [4], [7], [8], [9]. The authors [4], [7] only considered the task offloading for simple applications each of which consists of a single task chain. The optimal offloading strategy can be found for such a single chain application but it cannot be applied to a more complex application such as an application with parallel tasks or with even parallel and sequential mixed tasks. The authors [9], [8] considered the offloading problem for applications with parallel tasks and tried to find the offloading decisions using heuristic method. However, they focused on how to minimize the average execution time of each task in an application instead of the application completion time. In this paper, we aim at minimizing the average completion time for mobile applications with both sequential and parallel tasks.

When the task execution times and the data sizes sent between tasks in each application and furthermore the time instant the application is executed are known in advance, the offloading problem is static in nature and can be solved using an Integer Programming (IP) approach. A software package such as the Gurobi Optimizer [10] or the IBM ILOG CPLEX [11] can be used to solve a static offloading problem if the problem size, i.e., the number of tasks in an application and the number of applications in the system, is limited. In this paper, we consider a dynamic offloading problem in the sense that the task execution time and the data transmission size of an application are known in advance but when the application is executed is unknown, i.e., an application can be executed at any time. We formulate the dynamic offloading problem as a Mixed Integer Programming (MIP) problem [12] and attempt to minimize the average completion time of the applications.

The contributions of this paper can be summarized as follows. 1) We formulate a static offloading problem as a MIP problem so that we can use an appropriate software package to obtain its solution. 2) We propose a dynamic offloading approach that offloads a newly executed application on condition that the offloading decisions of all the applications executed previously than the new one are given. The tasks of previous applications that are under either execution or transmission will not be interrupted. By simulation, we see that this approach works quite well when the network load is not high. However, when the network is congested, the computation time for offloading decisions may become extremely long. 3) In order to reduce the computation time, we propose another dynamic offloading approach in which the offloading decisions of the previously executed application are not changed. According to simulation experiments, we see that this approach outperforms a previous approach significantly.
The remainder of this paper is organized as follows. In section 2, we review the related works on computation offloading. In section 3, we describe our system model of application offloading problem. In section 4, we formulate the static offloading problem as a MIP problem. In section 5, we formulate the dynamic offloading problem as a MIP problem and give a dynamic offloading approach for this problem. The performance evaluation of our proposed approach compared with previous algorithms is shown in section 6. Finally, we conclude this paper in section 7.

II. RELATED WORK

There is a promising way to provide powerful computing resources to mobile devices for reducing the application completion time that deploying small-scale servers at the edge of the Internet as shown in Figure 1. Computation-intensive and time-sensitive applications such as mobile augmented reality [9] and face recognition [13] ran at mobile devices can offload their computation to the server on the network to accelerate the application execution and reduce the energy consumption.

Early researches [3], [5] showed the advantages of computation offloading that leads to not only the execution time reduction for mobile applications but also the energy saving at mobile devices. Computation offloading approaches from an application viewpoint are proposed by the authors [14], [15], [16] in which an application is considered as an inseparable job and can be offloaded to server integrally. They formulated the problem of how to reduce the energy consumption as a competition game and each application acted as a competitor who just considered of its own gain. They found a Nash equilibrium for mobile users to offload their applications of not for getting the largest gain. However, there is a truth that application is usually comprised of a number of dependent tasks each of which can be considered as an independent entity for offloading.

Furthermore, researchers [4], [7], [8], [9] focused on the application offloading for speeding up the execution of the application. Chun et al. [4] aimed to pre-calculate an offloading decision before executing each application at a mobile device. However, such a pre-calculated approach is difficult to correspond to an unpredictable dynamic situation. Ra et al. [7] proposed a greedy offloading algorithm for mobile applications each of which consists of multiple tasks that are processed serially. Jia et al. [8] considered an application with pure parallel or pure serial tasks and proposed a heuristic offloading algorithm that tries to make the load balancing between the mobile device and the cloud server. However, in real case, there always be both parallel tasks and serial tasks in the same application. Wu et al. [9] considered with both parallel tasks and serial tasks in the same application and tried to find a better offloading strategy to reduce the application completion time by a heuristic algorithm. Yang et al. [17] proposed a heuristic offloading algorithm that aims to minimize the average completion time of applications each of which consists of a task chain. However, they did not consider the collision of the data transmissions and the heuristic algorithm can not find the optimal solution.

Until now, there is no work in the literature taking into account of the parallel property of tasks in general application and the collision between data transmissions over the shared communication channel. Furthermore, all of the researchers tried to solve the problem by heuristic algorithm, which can not get the optimal solution. In this paper, we aim to propose an optimal offloading approach in order to minimize the average completion time of all of applications with the considering of parallel property of tasks and the collision between data transmissions. We consider the application model in which the tasks of an application can be expressed by a general task graph and formulate the offloading problem as a MIP problem. At last, we find the optimal solution from this MIP problem using an optimization solver.

III. SYSTEM MODEL

A. Mobile Cloud Computing System Model

In this paper, we consider a mobile cloud computing system model as shown in Figure 1. There are a set of mobile devices, denoted by $\mathcal{N} = \{1, 2, \ldots, N\}$, connected to an edge server. We assume that each server is deployed at the edge network near the mobile devices and the computing power of an edge server is much stronger than any mobile device. A number of mobile devices are connected to an access point (AP) via a shared radio communication channel, e.g., a wireless network. The AP is connected to the edge server via a high speed link and the transmission delay between AP and edge server can be neglected. We assume that both the edge server and the mobile devices have enough CPU resources so that each task can be executed independently by a dedicated CPU.

B. Application Model

We assume that there is only one application executed at each mobile device. For mobile device $i \in \mathcal{N}$, also called user $i$ or application $i$, there are a set of tasks constitute application $i$, which is denoted as $\mathcal{N}^i = \{0, 1, 2, \ldots, M^i\}$. All of these tasks except the start task $0$ and the end task $M^i$ can be offloaded to edge server. Without loss of generality, we assume that the execution relationship can be represented by using a directed task flow graph as shown in Figure 2 in
which the set of nodes denoted by $N^i$ indicate the computation tasks of application $i$. The set of directed arcs denoted by $E^i$ connecting two nodes indicate data flows from tasks to tasks and a directed arc $e^i_{j,k} \in E^i$ is used to indicate that after executing task $j$ there are the output data sent to task $k$ of application $i$. The data size transmitted from task $j$ to $k$ of application $i$ is denoted as $d^i_{j,k}$ and the transmission delay of this data over communication channel is $d^i_{j,k}/s$ where $s$ denotes the transmission rate. Particularly, for two connected tasks $j$ and $k$ of application $i$ which are processed at the same side, either a mobile device or the edge server, we assume that the transmission delay from task $j$ to $k$ can be neglected. We also assume that parallel tasks such as task 1 and task 2 shown in Figure 2 can be processed in parallel at either a mobile device or at the edge server. Furthermore, we assume that a task can be processed only if it receives all the input data from its previous tasks. For example, task 4 can only be processed after it receives the input data from both tasks 1 and 2.

![Fig. 2. An application model.](image)

**C. Wireless Network Model**

The network model considered in this paper is shown in Figure 3 where a number of mobile devices are connected to the edge server via a shared communication channel and may compete with each other for data transmission if they transfer data simultaneously. We assume that the data transmitted based on first-in-first-out (FIFO) principle over the communication channel and an ongoing data transmission cannot be interrupted by any other data transmission. We denote the transmission speed as $s$.

![Fig. 3. Network model.](image)

**IV. STATIC OFFLOADING PROBLEM**

In this paper, we focus on the problem of how to offload each newly executed application in order to minimize average application completion time. The completion time of an application means the time period from the instant the application is executed at a mobile device to the instant the mobile device receives the output result. In the static offloading problem, we assume that the edge server knows the information of each application such as execution start time of each application, workload of each task, the relationship of tasks and the data transmission size of each data between connected tasks. The server also knows the computing capability of mobile devices so that it can decide which tasks should be offloaded in order to minimize the average application completion time.

According to the execution time of each task and the capacities of both the mobile devices and the server, we can calculate the computation time of task $j$ of application $i$ at the mobile device and the server, denoted by $m^i_j$ and $c^i_j$, respectively. Since the computing power of the server is greater than any mobile device, we have $m^i_j \geq c^i_j$. The computation start and end times of task $j$ of application $i$ are denoted by $\tau^i_j$ and $T^i_j$, respectively. The start and end times of the data transmission from task $j$ to task $k$ of application $i$ are denoted by $\omega^i_{j,k}$ and $W^i_{j,k}$, respectively. A set of binary integer variables $x^i = \{x^i_0, x^i_1, \ldots, x^i_{M^i}\}$ are used to show whether the tasks of application $i$ should be offloaded or not. If task $j$ of application $i$ should be offloaded, $x^i_j = 1$ and if it should be executed at mobile device, $x^i_j = 0$. We further assume that tasks 0 and $M^i$ are not eligible for offloading, i.e., $x^i_0 = 0$ and $x^i_{M^i} = 0$. Furthermore, we use an integer variable $y^i_{j,k}$ to show whether two tasks $j$ and $k$ of application $i$ are executed at the same side or not. The value of $y^i_{j,k}$ is 0 if task $j$ and task $k$ are executed at the same side, either mobile device $i$ or the server, and 0 otherwise. In order to ensure that there are only one data transmission over the wireless communication channel at the same time, we use a integer variable $z^i_{j,k,i'}$ to denote whether the data transmission from task $j$ to $k$ of application $i$ is earlier than another data transmission from task $j'$ to $k'$ of application $i'$ or not. The value of $z^i_{j,k,i'}$ is 1 if $\omega^i_{j,k} \leq \omega^i_{j',k'}$ or 0 otherwise. We let $\delta^i$ denote the execution start time of application $i$. The notation used in this paper is shown in Table I.

In this section, we formulate the static offloading problem as a mixed integer programming (MIP) problem (1) in the sense that the execution time of each application is given in advance. Then, in the next section we extend the static problem to a dynamic offloading problem.

$$\min \ T = \frac{1}{N} \sum_{i \in N} (T^i_{M^i} - \tau^i_0),$$  \hspace{1cm} (1)

subject to

$$W^i_{j,k} = \omega^i_{j,k} + y^i_{j,k} d^i_{j,k}/s, \quad j, k \in N^i, e^i_{j,k} \in E^i, i \in N$$  \hspace{1cm} (2)

$$T^i_j = \tau^i_j + x^i_j c^i_j + (1 - x^i_j) m^i_j, \quad j \in N^i, i \in N$$  \hspace{1cm} (3)

$$\omega^i_{j,k} \geq T^i_{j'}, j, k \in N^i, e^i_{j,k} \in E^i, i \in N$$  \hspace{1cm} (4)

$$\tau^i_k \geq W^i_{j,k}, j, k \in N^i, e^i_{j,k} \in E^i, i \in N$$  \hspace{1cm} (5)

$$y^i_{j,k} \geq x^i_j - x^i_k, j, k \in N^i, e^i_{j,k} \in E^i, i \in N$$  \hspace{1cm} (6)

$$y^i_{j,k} \geq x^i_k - x^i_j, j, k \in N^i, e^i_{j,k} \in E^i, i \in N$$  \hspace{1cm} (7)
Constraint (2) shows the relationship between the start and end times for data transmission from task \( j \) to task \( k \) of application \( i \). Here, \( d_{j,k} \) denotes the time for data transmission from task \( j \) to task \( k \) in application \( i \) over the shared channel. Constraint (3) shows the relationship between computing start and end times of task \( j \) of application \( i \). Constraint (4) shows that the data transmission form task \( j \) to task \( k \) of application \( i \) should be after the end time of the computing for task \( j \) of application \( i \). Constraint (5) indicates that task \( k \) of application \( i \) can only be processed after receiving all the input data from its previous task \( j \) \((e_{j,k} \in \mathcal{E}^i)\). Constraints (6)–(9) show that the value of \( y_{j,k} \) is determined by the offloading decision variables \( x_{j,k} \) and \( x_{k} \). This binary integer variable indicates whether the data sent from task \( j \) to \( k \) is transmitted over the communication channel or not. If both of tasks \( j \) and \( k \) are decided to be offloaded, the value of \( y_{j,k} \) is 0. On the other hand, if only one of either task \( j \) or \( k \) is decided to be offloaded, the value of \( y_{j,k} \) will be 1. Constraints (10)–(12) show that the value of \( z_{j,k,j',k'} \) is determined by the transmission start times for applications \( i \) and \( i' \). \( y_{j,k} \) and \( y_{j',k'} \), respectively. Here, a positive constant denoted by \( I \) is used and it is greater than any other variable. We have \( z_{j,k,j',k'} = 1 \) if the data transmission from task \( j \) to \( k \) in application \( i \) is early than the data transmission form task \( j' \) to \( k' \) in application \( i' \). Constraint (13) guarantees that there is only one device transmission over the communication channel at any time. For two data transmissions, i.e., \( y_{j,k} = y_{j',k'} = 1 \), if the transmission from task \( j \) to \( k \) in application \( i \) is earlier than that from task \( j' \) to \( k' \) in application \( i' \), i.e., \( z_{j,k,j',k'} = 1 \), \( \omega_{j',k'} \) should be later than the end time \( W_{j,k} \) to avoid the collisions of the two transmissions.

When the number of applications in the system and the number of tasks in each application are limited, we can utilize an appropriate optimization software package such as the Gurobi Optimizer [10] to solve the static offloading problem. However, in real systems, it is difficult to know when an application is executed in advance. In the next section, we focus on how to determine the offloading decision for each application on condition that the application can be executed at any time.

V. Dynamic Offloading Problem

Generally, each application is executed repeatedly but without any information about when it is executed. In this paper, we consider the case in which each application can be executed at any time at a mobile device and after the execution of the device sends the information about the application such as the execution time of each task and the data size sent between tasks to the edge server to make the offloading decision. The server then sends the offloading decision back to the mobile device. Therefore, the time needed for the offloading decision is also crucially important to the offloading approach. Since the data size of the characteristics and the offloading decision for an application is significantly smaller than that between tasks of that application, we assume that the delay for transmitting the information about an application and the offloading decision can be ignored.

For a newly executed application, its data transmission cannot interfere with the underway data transmissions of other applications that are executed earlier than the new application.
However, the offloading decisions of those tasks and data transmissions that are not still be executed or transmitted may be changed in order to minimize the average application completion time. The set of applications including those under execution and the newly executed one is denoted by $N'$, but the applications are ordered by their execution start times. Especially, the newly executed application is denoted by $N'$, and we let $N' = \{1, 2, \ldots, N'\}$. For each executed application $i$ ($i < N'$) we can have the following relations (15)–(20).

\begin{align*}
x^i_j &= x^i_j, i < N', j \in N^i \quad (15) \\
\tau^i_k &= \tau^i_k, i < N', j \in N^i \quad (16) \\
T^i_j &= T^i_j, i < N', j \in N^i \quad (17) \\
y^i_{j,k} &= y^i_{j,k}, i < N', j, k \in N^i \quad (18) \\
\omega^i_{j,k} &= \omega^i_{j,k}, i < N', j, k \in N^i \quad (19) \\
W^i_{j,k} &= W^i_{j,k}, i < N', j, k \in N^i \quad (20)
\end{align*}

Here, we attempt to minimize the completion time of the newly executed application but at the same time to avoid the disturbance to the applications under execution. Therefore, we reconsider the offloading decisions only for the tasks and the data transmissions of the executed applications that are not still be performed. We formulate a new MIP problem (21) for each newly executed application $N'$ by extending problem (1) as follows.

\begin{align}
\min \quad & T = \frac{1}{N'} \sum_{i \in N'} (T^i_{M'} - \tau^i_0), \\
\text{subject to} \\
& (2)–(14) \\
x^i_j = x^i_j, \tau^i_k = \tau^i_k, T^i_j = T^i_j, i < N', \\
& j \in N^i, \tau^i_k \leq \delta^N', \\
y^i_{j,k} = y^i_{j,k}, \omega^i_{j,k} = \omega^i_{j,k}, W^i_{j,k} = W^i_{j,k}, \\
& i < N', j, k \in N^i, \omega^i_{j,k} \leq \delta^N'.
\end{align}

Besides constraints (2)–(14) of problem (1), we have two additional constraints (22) and (23) to guarantee not to change the underway task offloading and data transmission decisions of previous applications.

We can solve problem (21) to obtain the offloading decision for each newly executed application. However, when the network becomes congested, that is, there are many transmission requests to the shared communication network, the computation time for solving problem (21) may become negligibly long, significantly poisoning the application completion time. By a simulation experiment in which there are 50 applications and the inter-execution of each application is only 40s, we obtained an unrealistic result showing that the average computation time is larger than 1000s. Therefore, this approach is difficult to apply in real systems.

In order to reduce the computation time, we do not touch any offloading decision of previously executed applications.

Then, the offloading decision problem for a newly executed application can be formulated as the following MIP problem (24).

\begin{align}
\min \quad & T = T^N_{M'} - \tau^0_0, \\
\text{subject to} \\
& W^N_{j,k} = \omega^N_{j,k} + y^N_{j,k}d^N_{j,k}/s, \\
& j, k \in N^N, \omega^N_{j,k} \in E^N \quad (25) \\
T^N_j &= \tau^N_j + x^N_j c^N_j + (1 - x^N_j) m^N_j, \\
& j \in N^N \quad (26) \\
\omega^N_{j,k} &= \omega^N_{j,k}, j, k \in N^N, \omega^N_{j,k} \in E^N \quad (27) \\
\tau^N_k &= \tau^N_k, j, k \in N^N, \omega^N_{j,k} \in E^N \quad (28) \\
y^N_{j,k} &= x^N_j - y^N_j, j, k \in N^N, \omega^N_{j,k} \in E^N \quad (29) \\
y^N_{j,k} &= x^N_j - y^N_j, j, k \in N^N, \omega^N_{j,k} \in E^N \quad (30) \\
y^N_{j,k} &\leq 2 - x^N_j - x^N_j, \\
& j, k \in N^N, \omega^N_{j,k} \in E^N \quad (31) \\
y^N_{j,k} &\leq 2 - x^N_j - x^N_j, \\
& j, k \in N^N, \omega^N_{j,k} \in E^N \quad (32) \\
0 &\leq (\omega^N_{j,k} - \omega^N_{j',k'})/I + z^N_{j,k,j',k'}, j, k \in N^N, \\
& j', k' \in N^N, e^N_{j,k} \in E^N, e^N_{j',k'} \in E^N, \\
& i', i'' \in N^N, (i, j, k) \neq (i', j', k') \quad (33) \\
1 &\leq (\omega^N_{j,k} - \omega^N_{j',k'})/I + z^N_{j,k,j',k'}, j, k \in N^N, \\
& j', k' \in N^N, e^N_{j,k} \in E^N, e^N_{j',k'} \in E^N, \\
& i', i'' \in N^N, (i, j, k) \neq (i', j', k') \quad (34) \\
\omega^N_{j,k} &\geq W^N_{j,k} - I(3 - z^N_{j,k,j',k'} - y^N_{j,k} - y^N_{j',k'}), \\
& j, k \in N^N, j', k' \in N^N, \\
& e^N_{j,k} \in E^N, e^N_{j',k'} \in E^N, i', i'' \in N^N, \\
& (i, j, k) \neq (i', j', k') \quad (35) \\
x^N_0 &= 0, x^N_0 = 0, \tau^0_0 = \delta^N \quad (36) \\
y^N_{j,k} &= y^N_{j,k}, \omega^N_{j,k} = \omega^N_{j,k}, W^N_{j,k} = W^N_{j,k}, \\
& i < N', j, k \in N^N, \omega^N_{j,k} \leq \delta^N \quad (38)
\end{align}

Constraint (38) guarantees that the offloading decisions of the previous applications will be unchanged. Since the number of decision variables here is much less than that of problem (21), the computation complexity becomes smaller.

\section{VI. Performance Evaluation}

In this section, we describe the performance evaluation of our proposed approach in comparison with a previous algorithm that is proposed by Wu et al. \cite{9}, and is shown by "Partial offloaded" in the figures. Two extreme approaches, called "Full-offloaded" and "No offloaded", respectively, were also simulated for comparison and in the former all the tasks
except task 0 and $M^i$ of each application are offloaded while in the latter each application is executed locally at the mobile device it arrives. We considered a system model in which there are 50 mobile devices each of which has the same computation power and each mobile device executes its mobile application 20 times with different input data. We assumed that each application contains 20 tasks and the task flow graph was randomly generated. The computation time of each task locally at a mobile device was generated randomly between $[4, 12]$s and the computation times of tasks $m_0^i$ and $m_{M^i}$ were ignored. We also assumed that the computation power of each mobile device is the same and the ratio of computation speed of the server to a mobile device was fixed to be 4. The time instant at which an application is executed at a mobile device was generated randomly following the Poisson process, i.e., the inter-execution time between applications follows the exponential distribution. The data size sent between tasks was generated randomly between $[10, 40]$MB.

A. Effect of communication speed

Figure 4 shows the average application completion time of various algorithms when changing the speed of the shared communication channel. The application completion time of our proposed approach in Figure 4 include the computation time of our approach. The average inter-execution time between two adjacent application execution is 40s. From Figure 4, we can see that our proposed approach performs much better than all the other algorithms for a wide range of communication speed.

When the communication speed is extremely low it is not beneficial to offload any task to the server due to the communication delay, and we can see that our proposed approach performs similarly to the case of "No offloaded". Under low communication speed, although a lot of application processing are overlap with each others, which will lead to longer computation time of our proposed approach, the performance of our proposed approach is still better other algorithm. When the communication speed is very fast, offloading tasks to the server leads to large improvement over the application completion time and we can see in this case that our proposed approach performs similarly to the case of "Full offloaded". However, even though the communication speed is very fast, there still are some tasks need not to be offloaded and our proposed approach can accurately identify these tasks. Furthermore, the computation time of our proposed approach was small enough to be ignored in this case.

We also see that our proposed approach outperforms the "Partial offloaded" algorithm, even though we assumed that the "Partial offloaded" algorithm always knows the transmission delay exactly in order not to cause any bias to its offloading decisions. The key drawback of the "Partial offloaded" algorithm is that possible collisions between data transmissions over the shared communication network are not taken into account, leading to worse performance when the communication speed becomes slower.

B. Effect of application inter-execution time

Figure 5 shows the average application completion time of the algorithms under consideration when changing the application inter-execution time. The shared channel speed was fixed to 5Mbps. From Figure 5, we see that our proposed approach performs much better than other ones except when the network is very congested, e.g., when the inter-execution time is 5s. That means when the network is very congested, we can just turn off the offloading mechanism and just let each mobile device process the arriving application.

We also show the average computation time for solving problem (24) with 5Mbps communication rate and 10Mbps communication rate respectively in Figure 6. From this figure, we can see that the solution computation time becomes long when the network becomes congested. For example, when the inter-execution time is 5s, the computation time is 8s leading
the server to be overloaded. When the communication speed becomes faster, there are fewer collisions leading the average computation time to be faster.

Fig. 6. Average computation time of our proposed approach.

C. Effect of number of tasks of an application

The number of tasks of an application will affect the computation time of our proposed approach. Hence, we also compared the effect of different number of tasks of an application. We assumed that there is only one mobile device and executed its application only once. In our simulations, we considered the number of tasks of an application are 10, 20, 30, 40, 50 respectively and compared the computation time of our proposed approach. In each simulation, we executed the application 1000 times with different task flow and input data and calculated the average computation time of our approach. From Figure 7, we can find that it has been growing fast when the number of tasks of an application is greater than 40. On the other hand, our approach performs very well when the number of tasks of an application is less than 40.

Fig. 7. Effect of number of tasks in an application.

that our approach is efficient when the number of tasks in each application are limited.

VII. CONCLUSION

In this paper, we focused on the problem of how to offload the computation intensive tasks of newly executed mobile applications in order to minimize the average completion time of all the applications. We considered a realistic model for each application in which tasks are expressed by a task flow graph. We also considered the collisions at shared communication network when more than one mobile device attempts to transmit data simultaneously. At first, we formulated the static offloading problem as a mixed integer programming (MIP) problem. Then, we extended the static problem to a dynamic offloading problem and solved this problem by optimization software packages. The proposed approach was examined by simulation experiments and the results show that our proposed approach outperforms significantly previous ones in a wide range of system parameters. Furthermore, the results also show
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