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Abstract

In this paper, we proposed a flow-balanced routing (FBR) protocol for data aggregation
in multi-hop wireless sensor networks. A clustering algorithm is firstly proposed to group
sensors into clusters based on the overlapping degrees of the sensors. Then, a backbone
construction algorithm is proposed to construct a multi-level backbone using the cluster
heads and the sink. Furthermore, a flow-balanced routing algorithm is designed to convey
the sensed data from the cluster heads to the sink probably via multiple paths. Lastly, a
rerouting algorithm is proposed to reconstruct the network topology only at the locations
where some cluster heads run out of their energies and drop out of the backbone. The FBR
protocol has been evaluated in comparison with previous ones by simulation. The simu-
lation results show that FBR yields much longer lifetime and furthermore better coverage
preservation than previous protocols. For example, the lifetime of FBR can be more than
5 times longer than CPCP when the first sensor dies, and meanwhile, the 100% coverage
preservation can be 2 times longer in a wide range of parameter settings.

Keywords: multi-hop data aggregation, network clustering, flow-balanced routing,
sensor scheduling, overlapping degree, lifetime

1. Introduction

Advances in miniaturization and low-power design have enabled the development of
extremely small and low-cost sensors that possess sensing, data processing and transmis-
sion capabilities. Wireless sensor networks (WSN) are usually composed of a large num-
ber of sensors, which are densely and randomly deployed over inaccessible terrains, and
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are utilized in applications such as environment surveillance and security monitoring[1].
In the most of applications, data sensed by the sensors are sent to a central station, usually
called the sink, directly (in single hop) or via multiple intermediate sensors (in multi-hop).

One of the sensors’ key constraints is the sensor power limitation, and therefore it is
important to design an energy-aware protocol in order to prolong the lifetime of a sensor
network. Two metrics can be used to show the lifetime of a sensor network [2, 3]: network
lifetime and coverage lifetime. Those metrics indicate the time durations from the begin-
ning instant of the network operation to the instant when some given percentage of sensors
die and the ratio of the current coverage by the active sensors to the initial coverage by the
whole sensors drops below a predefined threshold, respectively. In this paper, we design a
new data aggregation protocol that yields longer network lifetime and coverage lifetime.

In previous researches [19, 20, 10, 11], techniques such as network clustering and sen-
sor scheduling are used for energy conservation for WSNs. By network clustering, several
sensors are grouped into a cluster with one head and several members. The members send
their sensed data to the head in their cluster and then the head forwards those data to the
sink. By sensor scheduling, on the other hand, only some sensors are set to the active
mode and used for sensing, while the others whose sensing areas are totally covered by
the active sensors are set to the sleep mode. Sensor scheduling is usually realized in the
clustering process.

Most of previous approaches focus only on how to group sensors into clusters and
select the head in a cluster but not on how to send the collected data from the cluster heads
to the sink. There are two common approaches to send the collected data from the cluster
heads to the sink: single hop and multi-hop transmission. In the former, each cluster
head aggregates the data from its members and then conveys the data directly to the sink
[4, 5, 6]. The heads far away from the sink have to consume more energy to send their data
to the sink and consequently die earlier than others. While, in the latter, before transferring
the data, the cluster heads are constructed in a tree topology rooted at the sink, and each
head sends its data to the sink along a unique path on the tree [7, 8, 9]. Unfortunately, if a
head near to the sink has a large number of descendants, it inevitably runs out of its energy
quickly and die fast.

In order to alleviate the restriction of a tree structure, a head can be allowed to have
more than one path to the sink so that the data are transferred over multiple paths to the
sink, equalizing the energy consumption among the sensors. In this paper, we propose a
new flow-balanced routing protocol for data aggregation in multi-hop sensor networks. In
the new protocol, we first propose a clustering algorithm based on the overlapping degree
of each sensor which is defined as the ratio of the overlapping area with other sensors to the
whole sensing area of the sensor. Then, we propose a hierarchical network construction
algorithm that constructs a multi-level backbone with the sink at the top level and the



cluster heads at lower levels. Furthermore, we design a flow-balanced routing algorithm
that balances the transferred data to the sink over multiple paths. In order to reconfigure
the network topology with low cost, we propose a local rerouting algorithm that repairs
the network topology only at the location any node drops out of the backbone.

The remainder of this paper is organized as follows. Section 2 briefly introduces some
important related works. Section 3 describes the network model. Section 4 presents our
four algorithms used to construct network and route data over the network. Section 5
shows the performance evaluation by simulation, and Section 6 gives conclusions of our
work.

2. Related Work

A number of energy-based data aggregation protocols can be found in the literature
[1, 3, 12], and the network clustering is an effective way to save energy for data aggrega-
tion. Low-energy adaptive clustering hierarchy (LEACH) [4] is one of the most popular
clustering approaches wherein each sensor elects itself to become a cluster heads with a
certain probability. Non-head sensors then try to find the nearest head and become its
members. The cluster heads act as routers to aggregate and transfer sensed data from
their members and send those data to the sink directly. LEACH has some variations such
as LEACH-centralized (LEACH-C) [5]. LEACH-C is a centralized clustering algorithm
wherein each sensor sends its state information such as its location and current energy to
the sink, and then the sink computes the average sensor energy and determines the clus-
ters and the cluster heads depending on the average energy. LEACH and LEACH-C only
allow 1-hop transmission, i.e., the cluster heads have to send the data directly to the sink.
A multi-hop extension of LEACH, called M-LEACH [7], is proposed wherein sensors
can transfer the sensed data to their cluster heads via multiple intermediate sensors (in
multi-hop).

Another extension of LEACH called hybrid energy-efficient distributed clustering (HEED)
approach [6] takes into account of the combination of energy consumption and commu-
nication cost when selecting the cluster heads. Only sensors with high residual energy
can be elected to be heads. Even though the heads are well distributed in the service
area in HEED, the computation time is extremely long since the probability that a sensor
becomes a head is computed iteratively depending on the residual energy of the sensor.
Furthermore, each head needs to send the collected data directly to the sink and therefore
the heads far away the sink have to consume more energies than others. Although HEED
can be extended to a multi-hop network by using a recursive approach similar to [8], the
details are not given in [6].

There are some multi-hop data aggregation approaches in the literature [7, 8, 9, 13, 14,
15, 16, 17, 18], wherein the cluster heads are typically constructed in a hierarchical tree
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structure. In [18], the cluster heads are constructed in a simple chain structure, while in
other approaches, the cluster heads are generally constructed in a hierarchical tree struc-
ture. In [14, 15, 16, 17], the hierarchical tree is constructed by using the shortest path from
the cluster heads to the sink. The energy aware multi-tree routing (EAMTR) approach [15]
attempts to balance the workload of data gathering at cluster heads and avoid using a path
through any hotspot. The BioinspirEd backbone selection (BEES) approach [17] divides
the service area into a number of hexagons and treat each hexagon as a cluster. The sensor
in a hexagon that is closest to the center of the hexagon is selected as the head.

Protocols based on sensor scheduling can be found in [10, 11, 19, 20]. The coverage
configuration protocol (CCP) [19] determines the sensors to be in either sleep or active
mode. The active nodes have to preserve both the sensing coverage and network connec-
tivity using the coverage eligibility algorithm. The self organize coverage and connectivity
protocol (SOCCP) [20] also puts some sensors in sleep mode based on the total coverage-
percentage of network and the average energy ratio. The backward of this approach is that
the active sensors may be unevenly distributed in the network.

Researches focused on the sensor coverage can be found in [10, 11]. Coverage-aware
clustering protocol (CACP) [10] proposed a cost metric that takes into account of the cov-
erage and residual energy in head selection. Each cluster member determines its own
state (in either active or sleep mode) based on the network coverage ratio. Each mem-
ber in active mode can send the sensed data to its cluster head via multiple intermediate
sensors, while each cluster head has to send the collected data directly to the sink. The
coverage-preserving clustering protocol (CPCP) [11] proposed several coverage costs such
as coverage-aware cost, energy-aware cost and coverage redundancy cost, and attempts to
balance one of those costs among the cluster heads so that the coverage lifetime is pro-
longed.

3. Network Model

In this paper, we consider only one sink and a set of sensors, denoted by S, that are
deployed randomly over the target field. The target field is indicated as M X N square units.
It is assumed that the sink can reach all the sensors in the target field and has no energy
limitation. Each sensor has a given unique identification number and a limited sensing
range, denoted by r, which covers a disk area centered this sensor with radius r as shown
in Figure 1. The data sensed by a sensor can be transferred to the sink directly in single
hop or through other sensors in multi-hop. On the other hand, the transmission range of a
sensor, denoted by d, can only be tuned to one of the discrete distances kR(k = 1,2,...),
i.e., d = kR where R denotes a given fixed distance, also called the cluster range in this
paper. Furthermore, d is limited to be equal or less than the distance between the sensor



and the sink. Therefore, the transmission area of a sensor includes the area with a distance
of d away from the sensor as shown in Figure 1.

transmission area

Figure 1: The sensing and transmission area of a sensor.

The sensors within the cluster range of sensor i, R, are called the neighbors of sensor i,
denoted by N;. On the other hand, the sensors located in the area with a distance less than
2r from sensor i are called the friends of sensor i, denoted by F;, and the sensing areas
of those sensors may overlap with that of sensor i. Since sensors are densely deployed in
the target field, the coverage area of a sensor may commonly overlap with other sensors.
The overlapping degree of sensor i, denoted by p;, is defined as the proportion of sensor
i’s overlapping area with its friends to the whole of sensing area of sensor i as follow.

UA NA; (1)

where A; denotes the sensing area of sensor i and A; N A; denotes the overlapping area
of sensor i with sensor i’s friend j. Obviously, we have 0 < p; < 1, and when p; =
1 it means that the sensing area of sensor i is totally covered by its friends. Figure 2
illustrates an example of the overlapping area of sensor i with its two friends, j and k,
and the overlapping degree p; equals M To calculate the overlapping area, an
approach proposed in [21] can be used and there are also some approximation methods in
[10, 19, 20, 17, 22].

In previous approaches such as LEACH [4] and HEED [6], the cluster formation is per-
formed periodically, i.e., in every round. However, in this paper, the clusters are formatted
only once based on the overlapping degrees of the sensors at the beginning of the network
operation. The network topology will not be changed unless a cluster-head dies or loses
the connection to the network. Sensors in the network are classified into three classes,
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Figure 2: Overlapping areas of sensors.

cluster heads, waiting nodes, and member nodes, denoted by S, S ,,, and S, respectively.
The cluster heads are used to construct the backbone and each cluster head collects and
aggregates the data from the sensors in its cluster, called its members, and conveys the
aggregated data to the sink. A sensor with the largest overlapping degree will be selected
as a head, and therefore a sensor whose overlapping degree equals 1 will be selected as a
head with higher probability than others. A head with p = 1 will be used only for data ag-
gregation and transmission but not sensing since its coverage area is totally overlapped by
its friends. Furthermore, a node with p = 1 other than the head will be treated as a waiting
node in sleep mode. A waiting node does nothing but just wait for the HELP message to
replace the exhausted nearby head on the backbone. A member node whose overlapping
degree is less than one sends its sensed data directly to the head in its cluster.

The backbone is composed of the cluster heads and the sink and a backbone example is
shown in Figure 3. In this figure, the backbone nodes and the waiting nodes are indicated
by the black and the gray points, respectively. The member nodes, on the other hand, are
shown by the white circles. From Figure 3, we can see that the backbone is not a simple
tree but a hierarchical topology and a node may have multiple parents belonging to the
same level. Each node on the backbone can only send data to the sink via its parent(s) and
there may exist multiple paths from a node to the sink.

4. Proposed Algorithms

Data aggregation from sensors to the sink is performed in two phases, route construc-
tion and data transmission. In the route construction phase, the sensors are grouped into
clusters based on their overlapping degrees, p; (i € S), and then a hierarchical backbone
is constructed using the cluster heads with the sink at the top. In the data transmission
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Figure 3: Network model.

phase, the sensors send their sensed data to their cluster heads and then the heads forward
the data to the sink via multiple paths in the backbone. When a head runs out of its energy
or its residual energy becomes lower than a predefined threshold, it will drop out of the
backbone and the backbone will be reconfigured.

4.1. Cluster Formation Algorithm

Unlike previous approaches, the cluster formation in FBR is performed only once at
the beginning of network operation. The sink broadcasts a CLS_FORM message to inform
all the sensors to start the cluster formation. Each sensor calculates its own overlapping
degree and broadcasts it to its neighbors. Therefore, each sensor knows the overlapping
degrees of its neighbors. A sensor with a higher overlapping degree has a higher probabil-
ity to become the cluster head, and for two sensors with the same overlapping degree, the
one with a smaller id number has higher priority. For the sake of discussion, it is assumed
that no more than two sensors send messages at the same time and the transmission delay
of the control message between two sensors is negligibly small. When there is more than
one sensor with p = 1 in a sensor’s sensing range, those sensors bid for the cluster head.
The winner becomes the head and broadcasts a HEAD message to its neighbors. A sensor
with p = 1 receiving the HEAD message will try to become a waiting node based on its id
number and, if succeeds, broadcasts a SLEEP message to its friends.

On the other hand, for a sensor, e.g., sensor i with p; < 1, if it receives a HEAD message
from its neighbor, e.g., sensor j, then sensor i joins S, and becomes a member of sensor j;
otherwise, sensor i selects an unclassified sensor j(j € N;,p; > p;), as its head by sending
a SEL_HEAD message to sensor j. When a sensor receives the SEL_HEAD message, it
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will become the cluster head. After determining the class of a sensor, its overlapping
degree will not be changed. However, when a sensor whose class has not been determined
receives the SLEEP message from a friend j, it recalculates its overlapping degree by

removing sensor j. The cluster formation algorithm is given in Algorithm 1. )
In cluster formation, each sensor i only needs exchange the information of its location,

state, and overlapping degree with its neighbors within the distance R and with its friends
within the distance 2r. In the worst case where all of the other nodes are the neighbors
of node i, node i needs to exchange the information with |S| neighbors. Therefore, the
number of the exchanged messages for node i is bound by O(|S ).

4.2. Backbone Construction Algorithm

The backbone is constructed by the cluster heads with the sink at the top. The sink
initially broadcasts a BN_CONST message with a tuple (k, [, id) where k denotes the pa-
rameter used for deciding the transmission distance d (= kR) while [ and id denote the
level and the id number of the message sender, respectively.

When a cluster head, e.g., node i, receives the BN_.CONST message at the first time,
it will wait a time interval, denoted by 7, for any possible message from other nodes
that have already been on the backbone. When 7, expires, node i determines its parents
P; where P; denotes the set of nodes whose levels are the highest among those node i
have received. After joining the backbone, node i broadcasts the BN_CONST message
with distance d, and sends the sink an ON_BN message to inform the sink its status and
therefore the sink knows whether the current backbone includes all the sensors. The sink
will wait the ON_BN messages from the new heads for a time interval denoted by 7. If
there is still any head not on the backbone when 7 expires, the sink increments the value
of k and then asks the backbone nodes to broadcast the BN_.CONST message again. The
value of k will be increased until the BN_CONST message reaches a new head that has not
been added to the backbone yet. Note that a backbone node may have multiple parents
and once it connects to the backbone, its parent(s) will not be changed.

The backbone construction algorithm is given in Algorithm 2. The backbone con-
struction process of a sample network using Algorithm 2 is shown in Figure 4. The sink
initially set k = 1 and asked backbone nodes to search for new heads, and node i received
BN_CONST messages from nodes 2, 3, and 4 (Figure 4(a)) and then determined its par-
ents, nodes 2 and 3 (Figure 4(b)). Thereafter, node i broadcasted BN_CONST message
with d(= R) but no new head could be found. After 7, expired, the sink incremented k
and asked the backbone nodes to do the search again, and node j received BN_CONST

messages from nodes 2, 4 and i as shown in Fi%ure 4(c). o )
In Backbone construction, if the BN_CONST message cannot reach node i with a given

k, the sink will increment the value of k. By assuming that the distance between node i and
the sink to be d;,, we have k < [%1. For a network with high density, a node can easily



Algorithm 1 Cluster Formation Algorithm.

Initialization
1: find friends and neighbors
2: calculate p; according to eq. (1) and broadcast p; to neighbors
3: after received all p; (j € N;), do Classification

Classification
1: if p; = 1 then
2:  bid for the head if the cluster head has not been determined
3 if won the bid then

4 join S, and broadcast HEAD message to neighbors

5. elseif i < j(j = max(og),k € Ni,k ¢ (S,, US})) then

6: join S, and broadcast SLEEP message to friends

7 else if received SLEEP message from a friend j then

8 do Recalculation and Classification

9

end if
10: else
11:  if received HEAD message from j(j € N;) then
12: join S, and become member of j
13:  else if cluster head has not been determined then
14: if p; > p;(j € N;) then
15: join S, and broadcast HEAD message to neighbors
16: else
17: find j such that j = maxen,(ox)
18: join S, and become member of j
19: send SEL_HEAD message to j
20: end if
21:  elseif received SEL_HEAD then
22: join S, and broadcast HEAD message to neighbors
23:  end if
24: end if
Recalculation

1: if sensor i’s classification has not been determined and received SLEEP message from j then
2:  recalculate p;
3: end if
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Figure 4: An example of a backbone construction.

Algorithm 2 Backbone Construction Algorithm.

Procedures executed by sink
1: broadcast BN_.CONST(k = 1,1 = 0, sink_id) with d (= kR)
2: reset timer t
3: if not receive any ON_BN message until ¢ > 7, then
4: k< k+ 1 and broadcast UPDATE(k) to all the backbone nodes
5 go to step 2
6: end if
Procedures executed by a head

1: if receive BN_CONST(k, 1, id) at the first time then
2:  reset timer ¢

3 record all BN_CONST messages until ¢t > 7

4 select backbone node(s) j with the lowest level (/i) as parent(s) and put it(them) in P;
5: l,‘<—lm,‘n+1,k,'<—k

6:  send ON_BN message to sink

7:  broadcast BN_.CONST with a tuple (k, [;, i) and distance d (= kR)

8: end if

9: if already on backbone and receive UPDATE(k) from sink then

10:  broadcast BN_.CONST with a tuple (k, l;,i) and distance d (= kR)

11: end if
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find a neighbor and so k is typically small. For example, in our simulation model with a
150 x 150m? target field, 1000 sensors, and the sink at (150, 150), when we set R = 10, we
have k < 3.

4.3. Flow-Balanced Routing Algorithm

Each node on the backbone, i.e., cluster head, collects the sensed data from its mem-
bers and aggregates those data, and then conveys the data to the sink. A backbone node
may have multiple parents and therefore multiple paths to the sink as shown in Figure 5.
In this section, a flow-balanced routing algorithm is proposed to balance the traffic flow
from a head to the sink via multiple paths.

Figure 5: Multiple paths from node i to the sink.

The energy needed to send one bit data from a sensor to another one can be calculated
by using the 1/s" path loss model [23] as follows.

Prelay(s) = (Cl’] + azsn)% (2)

where s is the transmission distance, «; is the total energy per bit consumed by the trans-

mitter and the receiver electronics, a, accounts for energy dissipated in the transmit op-

amp, v is the number of bits relayed per second, n is the path loss exponent, typically

n takes the value between 2 and 5. Similar to [4], we calculate the transmission energy

by using the free space (s*> power loss) and the multi-path fading (s* power loss) channel
models as follows. )

| (Ec+efsO), if s < s,

E = { (E, + emshHI, if s> s, 3)

E—i, and E, is equivalent to a; in (2) and we set it to 50nJ/bit. Since the

power control can be used to invert this loss by appropriately setting the power amplifier,
if the distance is less than a threshold s, the free space (fs) model is used, that is, n = 2

where 5y =
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and «; is set to ef = 10pJ/bit/m?*. Otherwise, the multipath (mp) model is used, that is,
n =4 and a;, is set to em = 0.0013pJ/bit/m*. The energy needed to receive I-bit data can
be calculated by

E, = E.I 4)

Since each backbone node may have multiple parents, the energy needed to send a
given size message to each of its parents needs to be estimated. Let E; (j € P;) to denote
the residual energy of node i’s parent j. Assuming that node i has /-bit data, denoted by
I;, to the sink and that the flow from node i to its parent j is denoted by /;;, then we have

Ii = Z[,‘j. (5)

JEP;
Therefore, we can write the energy/bit consumption for conveying data /;; at node j as
AE;; = (a1 + aa(k;R)); = €15, (6)

where ¢; = (a; + a»(k;R)"). Therefore, the residual energy of node i’s parent j, denoted by
X, after conveying data /;; can be written as

Xj:Ej—AEij:Ej—Sinj. (7)

The goal of the proposed routing algorithm is to balance the residual energy of the
backbone nodes in order to prolong the network lifetime, that is, to minimize the difference
of the residual energy between the parents of sensor i after sending data /;. That is, we
attempt to realize the following goal.

Xj=E=— > X; jeP, (8)

leP;

1
P
where P; (P; C P;) denotes the set of node i’s parents to which the flow from node i is

greater than 0, i.e., for E; > E(je P)), I;; > 0. According to egs. (5), (6), (7), and (8), we
can determine J;;. On the other hand, for E; < E (j € P;\ P;), the flow from node i to node
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J should be 0, i.e., I;; = 0. Therefore, we have for j € P;

0, ifE; <E,

[. = I+EZ__ & 9)

= leP; leP; . _
T , if E] > F.

€j -

>
P, !

The proposed routing algorithm is executed by each node to determine the flow to each of
its parents that satisfies eq. (9).

Algorithm 3 Flow-Balanced Routing Algorithm.
. get residual energy of parents E;(j € P;)
P« P;
calculate I;;
if there is any parent j, I;; < O then
set I;; = 0 and remove j from P;
goto step 3
end if
Obtain /;;(j € P;) that satisfy eq. (9)

PN

In flow-balanced routing, the residual energy of node i’s parents are attempted to be
equalized after data transmission. The calculation of /;; (line 3 in Algorithm 3) plays a
key role in determining the capable parents to which node i can send some data. Firstly,
node i calculates the total energy needed to convey data i and estimates the average energy
of its capable parents by ignoring those parents with energy lower than the average. This
process is repeated until all the capable parents have equal or more energy than the average
energy. The computational complexity of this process is bound by O(|P;|*). Note that only
the total residual energy of node i’s parents are considered here, and if node i’s parents
do not have enough energy to convey the collected data, node i is regarded as an isolated
node with no capable parent. Then, the isolated node reconnection mechanism described
in Section 4.4 will be triggered.

4.4. Rerouting Algorithm

Instead of reconstructing the whole network in each round, we propose a local rerout-
ing algorithm to reconfigure the backbone only around the location the topological change
occurs; that is, at where a node drops out of the backbone due to its energy exhaustion. If
the residual energy of a backbone node becomes lower than a predefined threshold denoted
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by ., €.g., a percentage of sensor’s initial energy, the node becomes energy exhausted and
the rerouting algorithm is triggered. When an exhausted backbone node drops out of the
backbone, it will try to find a new head to replace itself; otherwise, its descendants will lose
the connection to the backbone. In order to deal with those cases, we propose a rerouting
algorithm that has two phases, head replacement and isolated node reconnection.

In the head replacement phase, the exhausted head, e.g., node i, broadcasts a HELP
message to backbone nodes within R to find a capable neighbor to replace itself. Each
neighboring backbone node responds to the request with its own residual energy if the
ratio of its residual energy to its initial energy (E,) is greater than r,;,, and then node i
selects the node with the most energy as the candidate to replace itself. Since there may be
more than one waiting node in a cluster, the waiting node with the smallest id number will
be selected with the highest priority. After determining the new head, node i informs the
result to its children, and then those children try to connect to the new head. Node i also
becomes a member of the new head. In a worse case, if node i cannot find any capable
node to replace itself, it involuntarily throws away its children and becomes a member of
another node. The abandoned descendant(s) of node i become isolated orphans and they
have to find their new head by themselves.

In the isolated node reconnection phase, a node who realized its head has gone tries to
reconstruct the connection to the backbone. It broadcasts a RECON message with distance
d (= kR) to find a capable backbone node for connection. If there is no any response when
a time duration 7 expires, it will increment k£ and broadcast the RECON message again.
The search for a new head is done based on the following rules.

e The new head should be located in the cluster range, R, and its residual energy
should be greater than a predefined energy threshold. Otherwise, the isolated node
becomes a new head.

e A waiting node with the smallest id number has the highest priority to be a new
head.

e The old head is only responsible for finding a candidate, the members and children
of the old head have to determine the new head by themselves.

e The new head can only be selected from a backbone node with the level not lower
than the old head.

The rerouting algorithm is illustrated in Algorithm 4.
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Algorithm 4 Rerouting Algorithm.

Head Replacement executed by i

1: broadcast HELP message with distance R
2: if receive responses from neighbors j(j € N;) then
3:  select the best node j according to rules described in (4.4)
if node j is not a backbone node then
send CON_BN message to node j with k (= k;)
end if
inform members and children to connect to new head j
join §', and become a member of node j
9: else
10:  inform members and children do Isolated Node Reconnection
11: end if

Isolated Node Reconnection

SIS

1: for each node m with no head do
2. if a backbone node j(j € N,;) can be found then

3: Take node j as the new head or the new parent
4.  else
5: if find a node j (j = arg max(Ey), k € N;, Ex/Eo > ry, Ex > E;;) then
6: send CON_BN message to node j with k (= k;;)
7: else
8: do Connect To Backbone
9: end if
10: end if
11: end for

12: for each head /& with no parent do
13: do Connect To Backbone
14: end for

Connect To Backbone

1: if receive CON_BN message then

2 Obtain k from CON_BN message

3: end if

4: broadcast REQ_CON message to find a backbone node with distance d (= kR) and k
5: if no response from any backbone node then

6 increment k and goto step 4

7: else

8:  connect to the responded node(s)

9: end if
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Table 1: Parameters used in simulation

Parameter name \ Symbol \ Value
Field size 150 x 150 m?
Sink location (150,150)
Number of sensors S 1000
Sensing range r Sm
Cluster size R 10m
Initial energy Ey 0.5J
Transmission energy/bit E, 50nJ/bit
Amplifier energy(fs) ef 10pJ /bit/m?
Amplifier energy(mp) em 0.0013pJ /bit/m*
Data size 1 2000bits
Message size msg 100 bits
Data compression ratio Tde 30%
Energy threshold T 30%
Head percentage (LEACH) p 5%
Head percentage (HEED) Cprob 5%
Energy threshold (HEED) Pin 1074y

5. Simulation

In the simulation experiments, a network model with a 150 x 150 m? square area was
used. The sensors were randomly and uniformly deployed in the network, while the sink
was located at the position (150, 150). Time in the experiments was proceeded in round
as previous researches, and the data from each sensor to the sink were assumed to be 2000
bits. The size of the control messages exchanged between two sensors and between a
sensor and the sink were assumed to be all the same and were 100 bits.

Our proposed FBR protocol has been compared with previous approaches, LEACH,
HEED, M-HEED, CPCP, and HEED-FBR, using two performance metrics, network life-
time and coverage lifetime. The network lifetime is defined as the time duration from the
beginning instant of the network operation to the instant when any or a given percentage
of the sensors die. On the other hand, the coverage lifetime is defined as the time du-
ration from the beginning instant of the network operation to the instant when the ratio
of the coverage of the current alive sensors to the coverage of the whole sensors drops
below a predefined threshold. The M-HEED approach is an extended version of HEED
developed in this paper wherein the cluster heads are constructed hierarchically using the
recursive approach proposed in HEED. Furthermore, HEED-FBR is a modified version of
FBR wherein the cluster formation algorithm is replaced by HEED. The above mentioned
protocols are also examined by varying the system parameter values such as sensors’s
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Figure 6: Clustered network topology constructed using FBR.

sensing range, head energy threshold, and so on.

5.1. Lifetime Comparison

In order to avoid any unfair treatment over previous approaches, we simulated those
protocols with a wide range of parameter settings and chose the best parameter combina-
tions for the comparison. The parameters used in the experiments are given in Table 1,
and the network topology obtained using our FBR protocol is shown in Figure 6. From
this figure, we see that the backbone topology is a novel multi-level structure rather than a
simple tree where each node may have multiple paths to the sink.

Figure 7 shows the network lifetimes of our FBR protocol compared with LEACH,
HEED, M-HEED, CPCP and HEED-FBR. We see from this figure that CPCP behaves
better than other traditional approaches and FBR yields a much longer lifetime than others.
The lifetime of FBR when the first sensor died is near 10 times longer than CPCP and is
around 5 times longer when 10 percent of the sensors died. Furthermore, we can see
that HEED-FBR also provides a long lifetime. The difference between the lifetimes of
FBR and HEED-FBR shows the usability of the proposed cluster formation approach.

17



—FBR - - -HEED-FBR CPCP
M-HEED === HEED = =w=e LEACH
1000

% \ \
800 ;

N
L
[ 10
1 i
|| ., .
600 — \
'} “
\
'
\
]
\

400

Number of alive sensor

200

\)
\
\Y

.
..... .
0 b e, T _Steere.. -

0 100 200 300 400 500 600 700 800 900
round

Figure 7: Network lifetimes of various protocols.

Similarly, by comparing HEED-FBR and HEED, we see that the flow-balanced routing
algorithm plays a key role in data aggregation and balancing flows between nodes yields a
long lifetime.

Figure 8 shows the coverage lifetimes of FBR along with HEED, CPCP, and HEED-
FBR. We selected these previous protocols for comparison because both HEED and CPCP
are coverage-aware protocols [11]. From this figure, we see that both FBR and HEED-
FBR yield much longer coverage lifetimes than others.

The main reasons for the above results can be summarized as follows.

1) The backbone constructed in FBR is not a simple tree but a multi-level structure with
the sink at the top. Each head may have multiple paths to the sink and therefore balancing
the flow from a sensor to the sink over multiple paths can equalize the energy consump-
tion among the heads, resulting in a longer lifetime. On the other hand, in the multi-level
protocols extended based on HEED, the cluster heads at each level are attempted to be dis-
tributed uniformly in the network, causing some higher level heads far away from the sink.
Those heads have to spend more energy to send data to the sink and die fast. Furthermore,
in CPCP the cluster heads are simply constructed as a shortest path tree rooted at the sink.
A head near to the sink and with more offspring should die quickly.

2) A local rerouting approach is used in FBR (and HEED-FBR) to repair the backbone
topology only at the location where the topological changes occur. In the previous algo-
rithms, on the other hand, the network construction is repeatedly executed at the beginning
of each round.

3) In large-scale sensor networks, a large number of sensors are usually deployed ran-
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Figure 8: Coverage lifetimes of various protocols.

domly in the target field. The coverage areas of some sensors may be totally overlapped
by others. Taking out of the overlapped sensors will not hurt the usability of the network

at all. In FBR, the overlapped sensors are taken as waiting nodes, that is, let those sensors
to be in sleep mode to reduce energy consumption.

5.2. Parameter Examination

In order to further examine the effects of the system parameters on the performance of
our proposed protocol, we simulated FBR and also main previous protocols with various
parameter settings as follows. For the sake of space limitations, only the network lifetimes
of the protocols under consideration are shown in the figures when the first sensor or ten

percent of the sensors died. Note that when changing a parameter value, the others are
fixed as shown in Table 1.

e S: number of sensors. The number of sensors were set to 100, 300, 500, 800, 1000,
1500, and 2000.

e r: Sensing range. The values of sensing range were set to 2, 5, 8, 10, and 15 in order
to evaluate how our protocol behaves.

e R: Cluster range. This is a key parameter both in cluster formation and in back-

bone construction and its effect on the performance, i.e., the network lifetime was
examined. The values of R were set to 5, 10, 15 and 20.
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Figure 9: Lifetimes for various network sizes.

o ry: Energy threshold ratio. It is the ratio of the current energy of a head to its initial
energy. It works similarly to parameter p,,;, in HEED and CPCP but is different
from them in the sense that r;;, can be adjusted to adapt to different conditions. The
values of r;;, were to 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.8, and 0.9.

e r,.: Data compression ratio. It is the ratio of the size of the aggregated data at a head
to the total size of the original data received from its members along with its own
sensed data. When a head receives n/-bit data, then it has to send r;.(n + 1)/-bit data
to the sink. The values of r;. were set to 0.2, 0.3, 0.4, 0.5, and 0.6. Furthermore,
we also simulated a special case, similar to LEACH, HEED and CPCP, wherein the
data collected at a node is aggregated into one packet no matter how large the size
of the total collected data is. The result of this case is shown by 7 in Figure13.

Figure9 illustrates the lifetimes of the algorithms under consideration when changing
the number of sensors. We see that when the number of sensors increase FBR performs
better than others, because more nodes are treated as waiting nodes, reducing more energy
consumption, and there may be multiple paths between each node and the sink, realizing
the flow balancing over the multiple paths. Although, CPCP performs the sensor schedul-
ing to put some sensors in sleep mode, the scheduling phase is assigned after the cluster
formation phase, while these sleep nodes do not need joining the cluster formation work
at all. Furthermore, when the number of sensors increase, the network construction over-
head also increases, so rerouting locally would work more efficiently than reconstructing
network globally, obviously.
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Figure 10: Lifetimes for various sensing ranges.

Figurel0 shows the lifetimes of the algorithms for various sensing ranges. We see that
FBR performs better as the sensing range increases because when the coverage area of a
sensor increases, the overlapping ratio of a sensor also increases. Furthermore, a sensor
can find more friends in its widened sensing area and a better head may also be chosen.

Figurel1 shows the lifetimes of the algorithms for different cluster ranges. We see that
the cluster range, also used in HEED and M-HEED and CPCP, has greater effect on the
performance.

Figure12 shows the lifetimes for different head energy threshold ratios, we find that
the r,, is a sensitive parameter for FBR while in other algorithms the effect of this pa-
rameter can be negligible. From Figurel2, we see that the best performance of FBR is
realized when ry, 1s around 0.25-0.4. Since ry, is tunable parameter, we can adjust its value
depending on the network configuration.

Figure13 shows the lifetimes of the algorithms when changing data compression ratios.
In this figure, i denotes an extreme case no mater how many data packets a node receives it
will aggregate them into one packet. We see from this figure that FBR behaves better than
the others and that the network lifetime decreases when the compression ratio becomes
low.

6. Conclusion

In this paper, we have proposed a new flow-balanced routing (FBR) protocol for multi-
hop clustered wireless sensor networks. In FBR, the cluster formation is performed only
once at the beginning of the network operation and is determined based on the the overlap-
ping degrees of sensors. Some sensors whose sensing areas are covered by others are put
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Figure 12: Lifetimes for various head energy thresholds.
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Figure 13: Lifetimes for various data compression ratios.

in sleep mode in order to save energy. The cluster heads are constructed in a multi-level
architecture with the sink at the top and there may be multiple paths from each head to
the sink. Based on this novel network architecture, a flow-balanced routing algorithm is
proposed to equally balance the flow from a head to the sink over multiple paths. Further-
more, a local rerouting algorithm is proposed to reconfigure the network topology only at
location where any topological change occurs due to the dropouts of exhausted sensors.

The proposed protocol, FBR, has been evaluated in comparison with previous proto-
cols, LEACH, HEED, CPCP, and also two modified versions of HEED, i.e., M-HEED and
HEED-FBR, using simulation. The results show that FBR yields longer network lifetime
and also longer coverage lifetime than other protocols. The network lifetime of FBR can
be more than 5 times longer than CPCP, the best among the previous protocols under con-
sideration, and at the same time the coverage lifetime can be 2 times longer. Furthermore,
the effects of the parameters have been examined with a wide range of parameter settings,
and FBR always behaves better than others.
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